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Abstraction

Abstraction in system-level design
IS the act of pulling away or with-
drawing from the physical proper-
ties of the implementation...

... getting closer to the problem
domain and, at design capture,

... avoiding overspecification.

Piet Mondrian, Tableau I, 1921
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Less Abstract, Closer to the Physical

Piet Mondrlan,. The Grey Tree, 1912'"..
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Still Less Abstract

L

comparing.fm © 1996, p. 6 of 61
UNIVERSITY OF CALIFORNIA AT BERKELEY



] .

I
continuous time

P

discrete time

_ Salvador Dali, The Persistence of Memory , 1931
totally-ordered discrete events

i El — E2_> E3_> E4 -

\ N\ \

] | I I F1<FZ7F3—>F4 _IDlIDIDDIDD
multirate discrete time Gi— G G3— Gy synchronous/reactive
partially-ordered discrete events




Totally-Ordered Discrete-Event Models

Examples of the sorts of problems that arise from a comput-

erized model of physical time:

P1

P,

What if P4 is causal but not strictly causal?

f —

31
What does this mean?

2.

Merge

3=5HS

—»

What if s; and s, have synchronous events?

comparing.fm

© 1996, p. 12 of 61

UNIVERSITY OF CALIFORNIA AT BERKELEY




The Tagged Signal Model

A mathematical framework within which the essential prop-
erties of models of computation can be understood and com-
pared.

A denotational framework.
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Events and Signals

Abstractions of time give us tools to deal with these questions

set ofvaluesV

set oftagsT

aneventell Tx V

asignalis a set of events

afunctional signalis a (partial) functions: T - V
the set of all signals = 2{" "
N-tuples of signalss L] s\

(the powerset)
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Possible Interpretations of Tags

Universal time (T = )
Discrete time (I' Is aotally ordereddiscrete set)
PrecedencesT Is partially ordereddiscrete set)

Why not always use the “most physical” model:
universal time?

In specifying systems, avoid over-specifying.

In modeling systems, recognize the inherent difficulty of
maintaining a globally consistent notion of time.
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Empty Signals and Events

The empty signal:A
The tuple of empty signalsA
Note: A0S andAOS".

For any signals,slJA = s.
For any tuples, sl A = s (pointwise union).

In some models of computation, the s&t of values includes :
special valuell (pronounced “bottom”), which indicates the
absence of a value.
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Processes and Connections

Processes

e aprocessP [] S for someN
e abehaviors P (ssatisfiesthe process)

Connections (a type of process)

« aconnectionCO S s= (Sp, .wS)UC = s
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Systems

Given a tuple P of processes, systenis another process:

_ pL
Q = qjﬂ

Given a proces® [] S , thedyrojectionIl. (P) 1S tis

defined by
(Sps - Sj_1, Sj 41, - Sy) U T(P)
If there existssj 1S

such that(s,, ..., sj_1, S;, S

i sy) UP

4100
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An Example

P,,P,,C,,C,0S,Q=P,nP,nC,nC,
' 6
Q = nz(ng(Q)) S
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Determinacy

An in{Qut to a process is an externally imposed constraint
| S suchthatl n P is the total set of acceptable
behaviors.

N
The set of all possible input8 [ 2° is a further

characterization of a process.

For example,B = {I;l O SN, my(l)=s, sl § means that
the first signal is specified externally and can take any value
In the set of signals.

A process igdeterminateif for all inputs | OB, || nP| =1
or [l nP| =0.
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Input/Output Partitions

(S" SV is apartition of S" if N = m+ n

A processP with minputs, noutputsis a subset ofS' x S'
A process with inputs and output is aelation between them

A functional procesds a single-valued mapping (a possibly
partial function) P. S" - S

A process that is functional with respect to some partition is
determinatefor B = {{(p, g);g0S"};p0OS"}.
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Example

Suppose:

P, Is functional with respect to
the partition

S R ((Sy: S21 831 4y S71 Sg)s (S5, Sp))

P, is functional w.r.t.
->

ﬁ P, /57 (51,5253 Sy S5 S9): (57, 9))
A
Q

Key question: iIsQ' functional w.r.t. ((Sy, S4), (Ss, Sg» Sy, Sg)) ?
Answer: It depends.
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Partial Ordering of Tags and Events

Partially ordered there exists an reflexive, antisymmetric,
transitive relation “ <” between tags.

Version of this relation: “<”.

Ordering of the tagsl] ordering of events. Given two events

e, = (ty,v)) ande, = (1, Vv,), e, <6, = t; <t,.

Timed Systems

Timed systemT is totally ordered.
Metric time: T IS a metric space.

comparing.fm © 1996, p. 23 of 61
UNIVERSITY OF CALIFORNIA AT BERKELEY




Continuous Time

Let T(s) U T denote the set of tags in a signal in a timed sys
tem.

o A continuous-time systerrs a metric timed system wherd
IS a continuum (a yandT(s) = T for

each signals in any tuples that satisfies the system.

A connected set is one where there do not exist two disjoint
open setD; andd, suchthaD, ] O, Isthe entire set.
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Discrete Event Systems

Given a systemQ , and a tuple of signhals[1 Q that satisfies
the system, leflT (s) denote the set of tags (time stamps)
appearing in any signal in the tuples .

o Atwo-sided discrete-event syst€)nis a timed system where
for eachs 1 Q, there exists an order-preserving bijection
from some subset of the integers td (s)

Intuitively
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One-Sided Discrete-Event Systems

o A one-sided discrete-event syst@ns a timed system where
for eachsJ Q, there exists an order-preserving bijection
from some subset of the natural numbers ta (s) .

Intuitively
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Synchrony

Two events aresynchronousif they have the same tag.

Two are synchronous if all events in one signal are
synchronous with an event in the other signal and vice

Versa.

A IS synchronous if every signal in the system is
synchronous with every other signal in the system.

A discrete-time systens a synchronous discrete-event
system.

By this definition, synchronous dataflow (SDF) is not synchro-
nous. The “synchronous languages” (Argos, Lustre, Esterel)

are synchronous only ift1 LV .
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Causality in DE Systems (Intuitively)

« A causalprocess has a non-negative (but possibly zero) timg
delay from inputs to outputs.

o A strictly causalprocess has a positive time delay from
Inputs to outputs.

« A delta causalprocess has a time delay from inputs to
outputs of at leastA for some constamh >0
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A Metric Space for DE Signals

In a one-sided DE system, where WOLQ [ [0, ) , define
the Cantor metricto be

1
d(s;, sy) = =
2

wheret is the smallest time where the two signals differ, or if
S; = S,, thend(s;, s,) = 0.
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Causality in the Cantor Metric Space

Causality d(F(s), F(s)) < d(s, ).

Strict causality d(F(s), F(s)) <d(s, s).

Delta causality there exists ak <1 such that

d(F(s), F(s)) <kd(s, s)

F Is acontraction mapping

1
Note: k = Z_A
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Composing Functional Processes (1)

Parallel composition:

The composition is functional and (strictly, delta) causal if the
components are functional and (strictly, delta) causal.

Determinacy is preserved.
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Composing Functional Processes (2)

Cascade composition:

The composition is functional and (strictly, delta) causal if the
components are functional and (strictly, delta) causal.

Determinacy is preserved.
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Technicality: Sources

Source composition:

The composition is functional and (strictly, delta) causal iff ,,

IS functional and (strictly, delta) causal andf ; [ S is deter-

minate.
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Composing Functional Processes (3)

Feedback composition:

I
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Device: Capture Inputs with Source Processes

If f,and f,are determinate, andf, Is causal, strictly causal,

or delta causal, thenf 'S _ S will be causal, strictly causal,
or delta causal, respectively.
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The Semantics of Feedback

For f:S - S define theseman-
ticsto be afixed pointof f

™
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l.e.s such thatf(s) = s.
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Fixed Point Theorems Applied to Discrete-Event Systems

If fis strictly causal, then it has at most one fixed point.
Hence the feedback composition is determinate.

(Banach fixed point theoremif the metric space is complete

(it is) and f is delta causal, then it has exactly one fixed
point, and that fixed point can be found by starting with any

signal tuple s, and finding the limit of:

S; = f(sp), S, = f(s1),8; = f(sp), ...

 |f the metric space is compact (itis iV is a finite set and all

signals are discrete-event), theh only needs to be strictly
causal to apply the Banach fixed point theorem.
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Lessons

 |f subsystems are delta causal, then the Banach fixed point
theorem gives us a&onstructiveway to find their one unique
behavior.

« Specification languages often only insist ostrict causality
(VHDL, for example, has a so-called “delta time” model
that, despite the similar name, only ensures strict causality)

* The set of VHDL signals is not compact.

 The lack of a constructive solution manifests itself in
practice (VHDL simulators, for example, can get stuck,
where time fails to advance).
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Ordered Signal Process Networks

Let T(s) denote the tags in the signas and(s) the union of
the tags in the signals in the tuple s.

* In atwo-sided ordered signal process netwpll( s) is order
Isomorphic with Z, the integers, for each signas , but the
set of all tagsT (s) Is typically partially ordered.

* |In aone-sided ordered signal process netwofK s) is order
Isomorphic with N, the natural numbers, for each signals .

For any two distinct signalss; ands, , it could be that
T(s) n T(sy) = L.
* Events are often calledokens and a signal is a sequence of

tokens with no notion of time.
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Example of an OSP

1

P >
t)s, = {e,}

s; = {ey}

 Because tokens in each signal are ordered,

I<jU e i<g  jfork =12

e Suppose each token consumed on the input results in
exactly one token produced on the output. Then

e ij<e,;foralli.
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Dataflow

« A dataflow processr actoris an OSP with a firing signal.

o Afiring signal is both an input and an output and contains
only events that are comparable with all events in other
Input and output signals.

o Afiring is an event in the firing signal.

l.e., if e is afiring, and € Is an event in any other input or out-
put signal of the process, then eithee< € o€ <e .
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Consumption and Production of Tokens

Given two successive firinge; < e,

* An output evente' wheree, <€ <e, Is said to beroduced
by firing e;.

* Aninput evente wheree, <€ <e, Is said to beonsumed
by firing e,.
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Example of a Dataflow Process

S; = {e3}

Sp = {€}

* S, Is the firing signal.

* The process consumes one token from eachspf  asgd
each firing, and produces one token og,

« Foreachi e, <e;; .6, <€3;,ande; ;<€ .
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Partially Ordered Signals

« Bysetinclusion s, Us, If every eventins, Is also ins, .

* Byprefix ordering s;C—s, = s; s, and for all e; U s, and
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Complete Partial Orders

The set of tuples of ordered signal§N IS @omplete partial
order (cpo) under the prefix order. l.e.,

. Achainin S isa (possibly infinite) sequence

C={sy,s,..} wheresLs; = 1<].

e Every chain in a cpo has @&ast upper boungwritten LJ C.

Notation:
e Given a setC ofN -tuples of signhals and a function

F:S' SM, F(C) denotes the set ol -tuples of signals
resulting from applying the function to each member ofC .
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Kahn Process Networks

o A Kahn processs an OSP that is also a continuous function
A function is continuousif for every chain C

F(LUC)=LIF(C)

This is exactly topological continuity in theScott topology

Another fixed point theorem (based on th&naster-Tarski
fixed-point theorem) shows that networks of continuous pro-
cesses in a cpo have a unigleast-fixed-point which we take
to be the semantics of feedback loops (we will develop this
dea).
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Monotonic Functions

Theorem A continuous procesd- ignonotonig meaning that

S35y U F(s3) = F(sy).

Proof. SupposeF S _, sV is continuous and consider two

signalss; ands, inS" wheres, L_ s, . Define the Increasing
chain C = {s;,s,,5,S,, ...} . ThenJ C =s,, so from conti-
nuity,

F(s,) =F(UC)=UF(C) =U{F(sy). F(s))}.

Therefore F(s;) &= F(s,), so the process is monotonic.
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Monotonicity does not imply Continuity

Example:

[1[0]; If s isfinite
F(s) = D[ | _ .
010, 1]; otherwise

To show that thisis monotone note that if s Is infinite and
st s,thens = s,s0oF(s) = F(s') . Ifs is finite, thenF(9) =

[0], which is a prefix of all possible outputs.

To show that it isnot continuous consider any chain

C={gEs =..},

where eachs, has exactly eventsinit. ThenC

IS Infinite, S
F(LC)=[0, 1] #LIF(C) = [0].
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Composing Continuous Processes (1)

Parallel composition:

The composition is functional and continuous or monotonic if
the components are functional and continuous or monotonic.

Determinacy is preserved.
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Composing Continuous Processes (2)

Cascade composition:

The composition is functional and continuous or monotonic if
the components are functional and continuous or monotonic.

Determinacy is preserved.
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Technicality: Sources

Source composition:

The composition is functional and continuous or monotonic if

f, Is functional and continuous or monotonic andf ; [l S s
determinate.
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Composing Continuous Processes (3)

Feedback composition:

I
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Device: Capture Inputs with Source Processes

If f,and f,are determinate, andf, Is continuous or mono-

tonic, then f:S2 N 82 will be continuous or monotonic,
respectively.
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Composing Continuous Processes (3)

Feedback composition:

.

For f:S" SN, define thesemanticqo be theleast fixed point
of f, I.e. the smalless (in a prefix order sense) si(s) = s
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Least Fixed Point Theorems

e Principle: The desired behavior is the “smallest” one
consistent with the specification.

e Fixed-point theorem i A continuous function F has a least
fixed point, the least upper bound of the sequence

= F(A)
= F(s9)
= F(s;)

* Fixed-point theorem It A monotonic function F has a least
fixed point.

e Given an input constraint! [J sV , the least fixed point is the
unigue minimum value min(Q n 1) under the prefix order.
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Sequential Processes and Rendezvous

 The events on the self-loops are totally ordered.

* There exist events irs; with the same tag as eventssin~ an
S, (rendezvous).
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Petri Nets (part 1)

sl s2

S S

) (b) ()

(a) There exists a one-to-one functiofi:s, - s; such that

f(e)<eforall el s,

(b) There exist two one-to-one functiond ;:s; - s; and
f,is3 - s, such thatf,(e) <e andf,(e)<e forallel s;

(c) There exist two one-to-one function$ ;:s, - s; and
f,is3 —» sy suchthatf(e)<e forallel] s, and f,(e) <e for
all el s;with f4(s,) n f5(s5) = O
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Petri Nets (part 2)

sl

I

s3

(e)
(d)s, = s, 0.
(e)fris, - s Uiy, faisg - s, 010, fr(e)<e andfs(e) <e,
sof4(f,(e))<e.
(f)s, = 0.
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Related Models

Fidge, 1991 (processes that can fork and join increment a
counter on each event)

Lamport, 1978 (gives a mechanism in which messages in a
asynchronous system carry time stamps and processes
manipulate these time stamps)

Mattern, 1989 (vector time)
Mazurkiewicz, 1984 (uses partial orders in developing an

algebra of concurrent “objects” associated with “events”)

Pratt, 1986 (generalizes the notion of formal string
languages to allow partial ordering).

Winskel 1993 (describes “event structures,” a closely relatec
framework for concurrent systems).

e Yates, 1993 (works withA -causal functional processes in a
timed model with metric time).
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Conclusions

Presented:

 The beginnings of a frameworkior understanding and
comparing models of computation.

» A suite of mathematical techniques$or analyzing intrinsic
properties of these models of computation.

In the future:

* Use this framework to understand heteogeneous mixtues
of models of computation.
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