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1. Background:

OptiTrack is a motion capture system made by NaturalPoint Inc. It has been on the
market since 2005, and competes with Phase Space motion capture system. OptiTrack
provides premium optical motion capture, and tracking solutions for commercial,
industrial, game development and research. The software toolkits are designed for rigid
body tracking, full body motion capture and face motion capture. The EECS 149 lab is
equipped with five-camera system capable of tracking iRobots with high-speed grayscale
video at 100 fps. The toolkit used for localization of robots is “Tracking Tools” provided
by NaturalPoint. The position and orientation data of iRobots streamed from the optitrack
cameras can be saved in CSV format or sent over network in real-time.

2. Tracking Tools Setup:

NaturalPoint Tracking Tools Application provides calibration and real-time 3D optical
tracking of multiple rigid bodies tracking across multiple OptiTrack cameras. In this
document, you are provided with the basics of starting Tracking Tools Application,
Calibration and Streaming OptiTrack data. This document should be used after complete
installation of software and hardware. Much of the material from this document is taken
from [1-3] and reproduced with permission.

2.1 Rigid Bodies and Markers:
NaturalPoint provides different types of spherical reflective markers. These markers can
be tracked in 3DOF (X, Y, Z) physical coordinates using Tracking Tools software.

Reflective Markers : 7/16" Hard $20
7/16" diameter hard marker with 6-32
mounting hole, premium laminated.

Reflective Marker : 5/8" Semi-Soft
$6.5

5/8" diameter semi-soft spherical marker
Includes: 5 count hard spheres. with 8-32 threaded hole.

Includes: 1 count semi-soft sphere.

Reflective Marker : 5/8" Hard $5.5
5/8" diameter hard spherical marker with
6-32 threaded hole, premium laminated.

Reflective Marker : 3/4" Hard $5.5
3/4" diameter hard spherical marker with
6-32 threaded hole, premium laminated.

Includes: 1 count hard sphere.
© P Includes: 1 count hard sphere.

Fig.1. Spherical Markers
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Besides the markers, other reflective material such as reflective dots, and reflective strip
are provided by NaturalPoint that can be attached to the trackable objects.

dots $6 raw material $3

Reflective dots can be attached to many This strip of raw 3M reflective material

sexfacea i facktsis tracking. They do can be fashioned into a variety of custom

tend to get used up so ordering some - - .

extra is always a good idea. shapes to meet your tr_acklng_ needs.
Made with a cloth backing, this raw

material is far more durable and reusable

than the usual paper backing reflective

material you'll find on the market.

Includes forty 1/3 inch (7.5 mm) diameter Z
dots and twelve 1/2 by 1/2 inch squares. 7~

Sold in one 1" x 12" strip.

Fig.2. Reflective Material

In order to track an object in 3 dimensions using Tracking Tools software, you must
define a rigid body with minimum number of three markers. It is recommended to use the
spherical reflective markers instead of hemispheric and flat markers since their shape as it
appears to the camera may change when they rotate, and this can introduce errors when
calculating center of mass and position of rigid body.

Using more than three markers can increase precision, and reduce the likelihood of the
rigid body flipping; however, it might also create redundancy.

The markers defining a rigid body shouldn’t be too close to each other; markers closer
than 6 mm can cause incorrect 3D position data, and if the calibration is poor the rays
from the markers might be grouped incorrectly and result in false orientation, or
misidentified marker location.

It is recommended to arrange markers in asymmetrical patterns as it improves reliability.
Also while defining multiple rigid bodies make sure to use unique arrangements of
markers to avoid misidentification or swapping.

A rigid body can be created by selecting the markers we want to include, and right
clicking on the selection: Trackables — Create Trackable (as shown in Figure 3).

After creating one/multiple rigid bodies, the software is ready to track them in full 6DOF
(position and orientation).
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Fig.3. Creating a Trackable Object

All the other parameters of rigid bodies can be set by using Trackables pane  the right
window shown in Figure 3. These parameters allow the user to choose how flexible the
Tracking Tools solver is. A number of these parameters are: Dynamic/ Static Constraints,
Smoothing Settings, and Maximum Marker Deflection.

2.2. Calibration:

There are two methods of Calibration provided by the NaturalPoint Tracking Tools. One
Marker Calibration is the original method; however, NaturalPoint has provided a newer
calibration algorithm since March 2010, which is the Three Marker Calibration. In order
to utilize this method, a three-marker wand is required. NaturalPoint provides its own
three-marker optiwand for this method of calibration.

|
L
Yillgy

Fig.4. Optiwand

In order to start the Calibration, start the Tracking Tools Application, and choose
“Perform Camera Calibration” from the “Tracking Tools Quick Start” window. You can
always start a camera calibration from the Layout menu — Camera Calibration

UC Berkeley 3 EECS



Summer 2010 Draft 3
EECS 149

@ =10 x|

Se Dol Vew layol Toos Communty  Heb

DS %%l ] Ao, 2@ =L [ PN VAR . By

@ Choose a Starting Task

< Open 19 Project
e xopect wll restore apgicabar

% Perform Camera Calibration

* Open Recorded Dat

* Open Camera Caliby
Lowd 8 previously cacuated o

> I cn10|m Lamela lnvgsngatlon

f +Eu g~ @m@E

| < = o|
e

Status: Live Video M

Fig.5. Start up menu
Before Starting the Calibration, there are a few things that must be checked for achieving
the best calibration:

doration | Trackables

1. Prepare the Capture Volume
a. Remove extraneous markers from the volume.
b. Remove reflective objects from the trackable.
2. Adjust Camera Settings:
a. Block remaining visible reflective objects.
b. Block camera’s infrared reflection on the floor. This reflection might be thought as a
reflective marker if not blocked. (See the image of this reflection in Figure 13).
c. Adjust camera settings.

3. Make sure you have chosen the correct lens type on the 3-Marker Calibration
setting. You can check this at: 3-Marker Calibration pane — Calibration — Solver
Options — Lens Type. The default for this setting is 4.5mm; however, in the EE149 lab
we are using R2 cameras with lens type 57.5° FOV (3.5mm). So change the setting to
3.5mm(wide).

All the visible markers must be blocked at this point by using “Block Visible” option
from “Camera Group Properties” pane. Then click on the “Start Wanding” button from
the “3-Marker Calibration” window, and start wanding. Wanding must be done evenly
and comprehensively through the entire capture volume, while ensuring the best possible
coverage for each 2D camera view.
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While wanding the calibration engine (on the bottom right of Figure 6) shows the number
of samples for each camera, as well as a measure of the 3D distribution of those sample
points. A better view of this information is shown in Figure 9.

When enough data is collected the background of the calibration engine turns green, and
it displays “Sufficient for Quality: Very High”.

After collecting enough data for a desired quality, you can press the “calculate” button.
The 3-Marker calculation is divided into three phases: 1. An initial solution estimation, 2.
An initial error minimization, 3. Final global optimization. During the solving process,
the calibration will take the initial estimated solution, and minimize the 3D triangulation
error by globally optimizing both the camera’s extrinsic position and orientation as well
as its intrinsic focal and lens distortion characteristics.

When the solution has reached an acceptable quality it will signify the user that it is
“Ready to Apply” (shown in Figure 8).
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Fig.7. Calculation of Data for Global Optimization
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Cam Samp Quality | Focal S Camera | Samples | Spread

Ave Excellent 0.05 0.151 1 80 0.766

Wand Excellent 0.23 0.714 2 547 0.767
1 14 Excellent 7748 0.19 0.1/ 3 751 0.748
2 14 Exceptonal 777.7 0.10 0.117 4 765 0.775
3 16 Excellent 778.3 0.12 0,198 5 812 0.764
4 16 Exceptional 776.2 0.07 0.138 6 786 0.761
5 16 Exceptonal 773.7 0.08 0,123
6 16 Excellent 7719 0.08 0.151

3-Marker Calibration | 1-Marker Calibration
Fig.8.Calculation Fig.9.Wanding

When the user clicks on “Apply Result”, Tracking Tools software presents a calibration
report with the overall calibration result that is shown at the top. The user can choose
between two options either “Apply”, or “Apply and Refine”. When the desired result is
achieved, the user can apply the result.

At this point, the user may want to save the calibration, and the original wanding data for
later use. The next step is to set the ground plane. Put the ground plane at the origin, and
under 3-Marker Calibration — Ground Plane click on “Set Ground Plane”.
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Now the volume is calibrated and the user can track objects.

Fig.10. Ground Plane

3. Real-Time Tracking:
Tracking Tools user has two options for using the rigid bodies data. One is exporting data
using files, and the more interesting one is streaming data in real-time.

3.1. Exporting to CSV format:

Tracking data can be recorded using “Record and Playback™ pane. After recording data,
you can go to File — Export Tracking Data... This exports the data in the CSV (Comma-
Separated Values) format, and the user can have access to data using Microsoft Excel.
The format data comes through is starting with a header at the top being followed by all
the tracking information.

3.2. Streaming Tracking Data:

Tracking Tools software provides three industry standard streaming protocols. In order to
use any of these protocols, you must open the “Streaming Properties” pane, and choose
one of the following three streaming options. All of these streaming methods are built on
network transport, and is streamed over TCP/IP.

3.2.1. Natural Point Engine (NatNet):
This streaming engine is a custom streaming engine provided by NaturalPoint. The
important point about this method is that it streams markers’ coordinates as well as the
rigid bodies’ position and orientation.

Streams: rigid bodies, and markers.

Network Details: port 1510, multicast group 1001, UDP multicast

3.2.2. Trackd Engine:
Streams: rigid bodies
Network Detail: port 4994, TCP + UDP

3.2.3. VRPN Engine:

VRPN Streaming is the method that we have used to localize iRobots. It is also the
method recommended by NaturalPoint. It features low latency and has built-in auto-
renegotiation if a connection is temporarily dropped. In order to use vrpn engine, the vrpn
library needs to be included in the source code.
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Streams: rigid bodies
Network Details: selectable port, default port 3883, TCP + UDP

4. A Quick Start on iRobot Localization:

At this stage, we are ready to track iRobots. Attach three spherical markers to the iRobot
(as shown in Figure 11), and place the iRobot in capture volume.

Fig.11. iRobot with 3 Reflective Markers

Open the Tracking Tools Application, and Perform Camera Calibration, or open a saved
calibration by using Open Camera Calibration option. You should be able to see the
iRobot with three markers in the capture volume. Figure 12 is a view of what the tracking
tools software displays at this point. The cameras can also be set in the grayscale mode as
shown in Figure 13.
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Then you can define a trackable object using the same method described in section 2.1.
Open the Streaming Pane from the View menu, and check the VRPN Streaming Engine.
Then run the vrpn sample code (SerialTest.vexproj). Notice that the rigid body must be
called “1” or “2” as it is defined with this name in the SerialTest project, you can modify
this code and add the capability of tracking more than two robots, or change their string
name (Refer to “Interfacing VRPN with Luminary Micro” tutorial). Then run the python
code to start the communication between Bluetooth and Blue SMiRF on the iRobot. The
iRobot receives the orientation and position data and can display or process this data as
desired.

2% ¥YRPN-Listener (Running) - Microsoft Yisual Studio -8 x|

File Edit View Project Buld Debug Tools Test ‘Window Help

cE-E | % R 9 [pebug || @ myx - “‘?fﬁk‘iﬂﬂ‘i
n @ Q@ = R a» & 1B AR
| =k i
—————— = "
_~¥RPN-Listener.cpp | 149_utility.h | Serial.h & | 149_utiity.h | 149_xqueue.h T 149_xqueue.c | main.cpp | LR Sl Solution Explorer - Sol... ~ & X
al® | B &
(Global Scope) =] [¥main(int argc, char () arqv) = PIEAK

[ Solution 'VRPN-Listener' (1 pr

= (53 YRPN-Listener

£ (7 Header Files
[ Resource Files
[n] 149_utilty.h
j MQ_xqueue.h

e
S //Starting the vrpn

cserial serial; alh
h T . L
ehar e . Tracker Posi - -29 ; Orientation:<-8.08,-8.00,-0.00,1- ae) u Files
vrpn_Connection *connection; Tracker Po 10835.-0.2936.-0. Orientat ion: <030, "0, 40, “0. 0. 40> _xqueue.c
Tracker .903 293 . Orientation: -0. la ial.cpp
e comnectioniane(179) fzacker Porition:( 98814 8.2377. 8:2426) Orientation: (8. 2 RRR e
int port = 3883; racker i . . Orientation:(-@. — i

Orientation:<@.
Orientation:
Orientation:
Orientation:
Orientation
Orientation:

sprintf (connectionName, "localhost:sd”, port):

connection = vrpn get_connection by_name (connectionName);

Orientation:

vrpn Tracker Remote *tracker = new vrpn Tracker Remote ("Tre Siaedhel -003 - - Orientation:
_ ] L _ : i ;-0. Orientation:

iti . . Orientation
tracker->register_change_handler (NULL, handle_pos): racker iti oo 833 - 81 lcnlémt:mn
- - - 9 2421 rientation:

-003 2936.-0.2425) Orientation:

while (!kbhit ()) 3 3 i . . . Orientation:
S 3 . . . rientation:

g Orientation:
tracker->mainloop () i . . Orientation:(-B. .
connection->mainloop () ; racker Pos :¢-8. - - Orientation:<(-0.00,-0.00,-0.
Sleep(S):

}

//return 0;

B //== Position/Orientation Callback ==

Show output from: Debug | B | E

'VRPN-Listener.exe': Loaded 'C:\Program Files\Nat 1 Inst 5\ Shared\uDNS =
'VRPN-Listener.exe': Loaded 'C:\WINNT\system3Z\nimdnsResponder.dll’
'VRPN-Listener.exe': Loaded 'C:\WINNT\WinSxS\x86_Microsoft.VC80.CRT_lfcS8b3bJalelSe3b_8.
c
c
c

'VRPN-Listener.exe': Loaded 'C:\WINNT\system32\iphlpapi.dll', Symbols loaded (source in
'VRPN-Listener.exe': Loaded 'C:\WINNT\system32\wshbth.dll', Symbols loaded (source info
'VRPN-Listener.exe': Loaded 'C:\WINNT\system32\rasadhlp.dll', Symbols loaded (source in

»

2 I
] Autos ] Locals [ 5] Watch 1 ;—,“‘,CaH Slackl jﬁreakpownls‘ﬂcummand \-\.nndnv.uhjlmmed(ate Window | (=] Output [} Error Llsl‘

Ready Ln82 Col 32 Ch29 INS

4/ start| @ NaturalPoint - Tracking T... | 4] Document1 - Microsoft ... | () C:\Summer10iRealTime ... | 5 YRPN-Listener (Running)... ] B ¢:\Summer10'RealTi... St OB [ 2:23Pm
Fig.14. Streaming Position and Orientation Data
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1. NaturalPoint Tracking Tools Manual:
http://www.naturalpoint.com/optitrack/support/manuals/

2. NaturalPoint Tracking Tools Training and Tutorial Series:
http://www.naturalpoint.com/optitrack/products/tracking-tools/videos.html

3. NaturalPoint ARENA 3-Marker Calibration:
http://www.naturalpoint.com/optitrack/products/camera-calibration.html
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