Using a uniform bit-width for FPGAs is

inefficient

+ Uniform bit-width selection is useful for
DSP and other fixed-width systems
+ Doesn’t take advantage of the flexibility

of FPGAs

» Finding the optimal bit-width reduces area and increases clock
rate while maintaining the quality of the answer

Finding the optimal bit-width is difficult

Many techniques exist for finding near-optimal bit-widths:

« Statistical Simulation

+ Feed-forward Heuristics

+ SAT/ILP solver

Ptolemy provides a good infrastructure on which to

implement these algorithms
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» Based on SDF director
* Ends when all strategies are finished
» Strategies are like sub-directors

precision
* Prints a report when all strategies have completed
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Automated Fixed-Point Analysis in Ptolemy

Derrick Gibelyou
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+ Director runs strategies to find range, then runs strategies to find

Reports:
+Suggested Bit-
widths

-Range of Each
Node
+Quantization Error
at each Node

OUNG ¢

New Tokens

» Implemented new Range Tokens and
Simulation Tokens
» Range Tokens inherit from ScalarToken
« Allows math with ranges and constants
* Although represented by more than one
number, a range token should be treated as a
scalar

» Error Tokens
* Holds two range tokens:
+ Dynamic range
* Range of Quantization Error
« Still represents a scalar entity
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Interval Arithmetic

Simple method for calculating range: .
- X=[-1,1], Y=[-2,2]; X+ Y=[3,3]
Cannot be used in feedback systems « Competition:
Affine Arithmetic: . e
- A for correl the inputs, e.g. ca'culate
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Can be used to solve for the range of IIR filters

(feedback systems)
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Most published techniques involve heuristic
competitions to find a near optimal bit-width

Once the range is found, the system error can be
increases the error the least

decreases the area the most
Competition continues until user constraint can no

Precision Algorithms

Competition Pseudo Code

foreach (operator)
ach iteration is the one that measure system error

Save score

While (system error_constraint is met)
reduce operator width by 1 bit
score = error * cost_function (operator)

restore operator width
(Operator with min score).width = width-1
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Competitions can
begin by finding a

One operator is
reduced, and the
error measured
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Another operator
is reduced, and
the error
measured
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Quantization Error:
2x10°%

Competition Continues until user
error constraint cannot be met

Another operator
is reduced, and
the error
measured
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Quantization Error:
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The operator
introducing the
lowest error is
chosen
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Several simple test benches have been created:
FIR and IIR filters
DCT
RGB to YUV converter
BPSK timing loop
Results for BPSK timing loop closely match those of
human selected values:
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