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Abstract — Visual surveillance in complex urban environ-
ments requires an intelligent system to automatically track
and identify multiple objects of interest in a network of
distributed cameras. The ability to perform robust object
recognition is critical to compensate adverse conditions and
improve performance, such as multi-object association, vi-
sual occlusion, and data fusion with hybrid sensor modal-
ities. In this paper, we propose an efficient distributed
data compression and fusion scheme to encode and trans-
mit SIFT-based visual histograms in a multi-hop network to
perform accurate 3-D object recognition. The method har-
nesses an emerging theory of (distributed) compressive sens-
ing to encode high-dimensional, nonnegative sparse sig-
nals via random projection, which is unsupervised and in-
dependent to the sensor modality. A multi-hop protocol then
transmits the compressed visual data to a base-station com-
puter, which preserves a constant bandwidth regardless of
the number of active camera nodes in the network. Finally,
the multiple-view object features are simultaneously recov-
ered via (*-minimization as an efficient decoder. The effi-
cacy of the algorithm is validated using up to four Berkeley
CITRIC camera motes deployed in a realistic indoor envi-
ronment. The substantial computation power on the CIT-
RIC mote also enables fast compression of SIFT-type visual
features extracted from object images.

Keywords: Sparse representation, distributed object recog-
nition, fusion, compressive sensing.

1 Introduction

Consider a surveillance system consisting of a network
of distributed, wireless cameras is instrumented to moni-
tor certain events of interest. Often, such a system oper-
ates in complex urban environments, where a large class of
objects may be present in the scene, e.g., pedestrians, vehi-
cles, buildings, and highways. In traditional computer vi-
sion, the problem of object recognition has been extensively
studied to detect and annotate objects from single camera
views. The functionality enables the camera network to
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identify and track individual objects, and can improve the
performance of the surveillance system in crowded urban
environments. Successful methods have been demonstrated
in the past, including pedestrian detection [12], general ob-
ject detection [1,22] (e.g., vehicles, toys, and animals), and
scene annotation [4, 17] (e.g., buildings and highways). A
large body of these works have been based on analysis of
certain local image patches that are robust/invariant to im-
age scaling and visual occlusion, which are the two common
adverse conditions in image-based object recognition. The
local image patches are typically extracted by a viewpoint-
invariant interest point detector [15] combined with a SIFT
(Scale-Invariant Feature Transform) descriptor [2, 13].

The application of object recognition in distributed cam-
era sensor networks presents several unique challenges,
which have been largely ignored in traditional single-camera
systems:

1. How to efficiently compress and transmit object fea-
tures from multiple camera sensors to a base station?

2. How to associate the features of a common object in
3-D across multiple camera views?

3. How to harness the multi-view information about the
object to improve the accuracy of the recognition?

In computer vision, considerable efforts have been
demonstrated to study the last two problems, while the cam-
eras are considered to be reliably connected to a central
computer [11,22,23]. In this paper, however, we are fo-
cused on addressing the first problem: distributed compres-
sion and fusion of multiple-view visual features. Traditional
distributed source coding in camera networks only concerns
direct compression of images and videos, while the correla-
tion among fixed camera views is considered crucial to re-
duce the total coding length of multiple-view images [7,24].
In object recognition, representation of the object appear-
ance (i.e., the SIFT features) becomes a more compact de-
scription of the object. Therefore, the system should not
just compress and streamline the captured images to a com-
puter, which is extremely inefficient and impractical in a



band-limited wireless network (such as the low-power IEEE
802.15.4 protocol). The integration of mobile processors
and memory units with camera sensors has provided several
viable smart camera sensor platforms, where the SIFT-type
features can be directly extracted on the camera. In partic-
ular, a fast SIFT implementation, called SURF (Speeded-
Up Robust Features) [2], has been recently ported to sev-
eral smart phone platforms. We utilize a custom-built open-
source smart camera platform called CITRIC [5] to imple-
ment this function in this paper.

Furthermore, we study a general distributed compression
framework, where wireless sensors may not directly com-
municate with the base station. As a result, the observations
need to be relayed via one or many other sensors in the net-
work, i.e., a multi-hop network. We also impose that, in or-
der to compress the visual features, no information exchange
is allowed between different camera views to learn about
the mutual information between the cameras. Typically,
learning such information requires extensive human inter-
vention and well-conditioned training data sampled during
real-world deployment. Any change of the relative camera
positions will also render such information inaccurate or in-
valid. Finally, we consider a versatile fusion method for
relaying the compressed image features such that the total
bandwidth in a multi-hop communication remains constant,
regardless of the number of active cameras in the network.

So far, we have stated the premise of the problem. The
conditions of the problem may seem incongruous to some
practitioners. For example, without learning the mutual
information about the joint distribution in multiple views,
there seems not possible to effectively fuse multiple sensor
outputs. Also, the data bandwidth typically should increase
in a multi-hop network when more sensors become active
and demand transmission of their output to the base station.

A careful study will show in theory and practice that fast
solutions to the above challenging problems exist, which
will be demonstrated on the CITRIC system. The method
harnesses an emerging theory of compressive sensing to en-
code high-dimensional, nonnegative sparse signals via ran-
dom projection, which is unsupervised and independent to
the sensor modality. The multiple-view object features are
simultaneously recovered via ¢!-minimization on the base
station. We also note that the general theory developed
should also apply to other distributed fusion applications
beyond object recognition, where the types of sparse sig-
nals may represent the temperature, precipitation, sound,
and vicinity magnetic field, to name a few.

2 Sparse Representation in Object
Recognition

Before we develop the general theory for compression
and fusion of visual features in Section 3, we first review the
literature of object recognition in traditional single camera
views, the SIFT descriptor, and the role of sparse represen-
tation.

Arguably, vision-based object recognition has been mo-
tivated by the remarkable ability of humans to recognize
objects in visual perception, either for their survival needs
or for performing social functions. One influential theory
in human vision explains the object recognition function on
the basis of decomposition of objects into constituent parts
(i.e., distinctive image patches) [1, 18,19,21]. For example,
a car figure is comprised of local features such as wheels,
windows, car doors, and license plates, etc. Conversely, if
these local features are detected from an image, then it can
be inferred that one or many cars are present in the image,
within a neighborhood of the local features. The approach
is generally referred to as the bag-of-words method [17].
Local features are called codewords. Each codeword can
be shared among multiple object classes. Hence, the code-
words from all object categories are clustered based on their
visual appearance into a vocabulary (or codebook). The size
of a typical vocabulary ranges from thousands to hundreds
of thousands. Given a large vocabulary that contains code-
words from many object classes, the representation of a sin-
gle object figure is then sparse. One popular representation
of the object features computes the instances of the appear-
ance of all the codewords in an image. Since only a small
number of features are exhibited on a specific object, their
values in the representation are positive integers (e.g., a car
can be seen to have two to four wheels depending on the
viewpoint), and the majority of the values w.r.t. the other
features in the vocabulary should be zero. Such representa-
tion is called a histogram [4,7,17]. As aresult, the histogram
becomes a compact representation of the object(s) that ap-
pear in the image. The key observation of such histograms
is that they are high-dimensional, sparse, and nonnegative.

In computer vision, the requirement for extracting robust
visual codewords that form a vocabulary is that their shapes
must adapt to the pre-images on the objects in 3-D under
different viewpoints. Robust image regions are called inter-
est points or affine-invariant features [2, 15]. They can be
selected at distinctive locations of an image, such as cor-
ners, blobs, and T-junctions. The appearance of these fea-
tures is considered robust to change in viewpoint, scale,
and pixel intensity. Figure 1 shows the extracted interest
points from two related view points of a toy object and
their correspondence. The images are sampled from a pub-
lic Columbia COIL-100 object image database [16]. Fur-
ther, the pixel values and the local gradients around a small
neighborhood of each interest point are quantized into a fea-
ture vector, based on the rules of SIFT. For example, each
interest point is quantized into a 64-D real vector in the
SUREF algorithm. After quantization, the similarity between
two interest points between the image pair can be measured
based on a distance metric between their corresponding fea-
ture vectors, e.g., the Euclidean distance. Figure 2 shows
the histograms of the extracted SURF features in Figure 1.
We observe that the histograms indicate that certain SURF
features are shared between the two views.



Figure 1: Detection of interest points (red circles) in two image
views of a 3-D toy. The radius of each circle indicates the scale of
the interest point in the image. The correspondence of the interest
points that are invariant to viewpoint change is highlighted via red
lines.
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Figure 2: The histograms representing the image features from the
two image views in Figure 1. The size of the vocabulary is 1000
based on the image features extracted from the 100 object classes
in the entire COIL database. The two histograms are sparse and
nonnegative.

3 Distributed Compression of Nonnegative
Sparse Signals

In this section, we discuss the theory of distributed com-
pression and fusion. We first define the problem:

Problem 1 (Distributed Compression and Fusion)
Suppose L sensor nodes independently observe a set of
sparse signals T, xo,--- ,x;, € RP. The routing of the
sensor network is organized as a tree structure: Each
node may receive multiple output from other nodes as its
children, but it can only send its output to a single node or
the base station (root) as its parent.

1. On each node, construct an encoding function f : x €
RP — y € RY (d < D) that compresses the measure-
ment signal.

2. On each parent node that receives | compressed fea-
tures Y,Yq, -, Y, including its own measurement,
construct a fusion function g : (Y1,Ys, - ,Y;) —
y' € Ry’ becomes the output of the parent node
that encodes the information of its all child nodes. The

fusion function maintains a constant dimension d in the
output feature y', and hence the multi-hop bandwidth,
regardless of the number of its child nodes.

3. On the base station, construct a decoding function that
simultaneously recovers x1,xy,--- ,xy, € RP.

Several previous works have studied the problem of dis-
tributed data compression [9, 10, 23] and its application in
object recognition [7]. In particular, [7] studied a multiple-
view SIFT feature selection algorithm. The authors argued
that the number of SIFT features that need to be transmitted
to the base station can be reduced by considering the joint
distribution of the features among multiple camera views
of a common object. However, the selection of the joint
features depends on learning the mutual information among
different camera views, and their relative positions must be
fixed.

Inspired by the theory of compressive sensing, we pro-
pose a novel solution to compress and fuse multiple-view
sparse histograms in a multi-hop sensor network. First, de-
note a D-dimensional histogram as x. A linear transforma-
tion

f:y=AxcR? (D

reduces the dimension of x to d, where A € R4*PD is a
projection matrix. Normally, A is always full-rank, and (1)
represents an overcomplete linear system (d < D). Then the
theory of CS [3] states that, for most full-rank matrices A, if
x( is sparse w.r.t. its dimension n, it is the unique solution
of a regularized ¢/°-minimization program

(Fo) (2)

min ||z||o subject to y = Azx.

Particularly, A can be a random projection matrix whose
coefficients are drawn independently from a Gaussian dis-
tribution. To further simplify the implementation on low-
power senor nodes, we also use a Bernoulli distribution
of two values (+1,—1) with even probability (i.e., the
Rademacher distribution). Using random projection in the
application of sensor networks warrants further comments.
Compared with the other linear transformation functions, its
main advantages are the following:

1. Random projection is efficient to generate directly
on low-power sensors, and it does not depend on a
domain-specific training set.

2. In terms of robustness to wireless congestion and
packet loss, if (part of) the projected coefficients are
lost from the communication, the node needs not re-
send the coefficients, so long as the receiver can keep
track of the packet IDs to reconstruct a partial ran-
dom matrix at a lower dimension in (1). In addition,
It is straightforward to implement a progressive com-
pression protocol to construct additional random pro-
jections of the signal x to improve the reconstruction
accuracy.



3. In terms of security, if (part of) the projected coeffi-
cients are intercepted but the random seed used to gen-
erate the random matrix is not known to the intruder,
it is more difficult to decipher the original signal than
using other fixed filter banks.

Unfortunately, solving ¢/°-minimization in general is an
NP-hard problem, which requires an expensive combinato-
rial search over all possible subsets of nonzero coefficients.
Hence, the bulk of the study in CS involves a nontrivial
equivalence relationship that provides a theoretical guaran-
tee: If the true solution x is sufficiently sparse, x( can be
efficiently recovered by a more tractable £!-minimization:

(P1) min||x||; subjecttoy = Ax. 3)
This relationship is called the ¢° /¢* equivalence.

In addition, it is important to note that x has to be non-
negative that represents the values of the object histogram.
Hence, the (P;) program is modified as

(P1)

We study the effect of enforcing the nonnegativity to £°/¢*
equivalence. First, for the triplet (k, d, D) that characterizes
the relationship between the compression and the sparsity,
we define § = % and p = %, i.e., 0 denotes the sampling
rate and p denotes the relative sparsity w.r.t. the sampling
dimension.

The equivalence relationship is closely connected to con-
vex polytope theory, particularly in the high-dimension
regime. Figure 3 illustrates a projection between a cross
polytope C = C? C R? an its image AC' C R2. In gen-
eral, a cross polytope C” in RP is the collection of vectors
{z : ||x||1 < 1}. For any k-sparse vector , ||z|; = 1, one
can show that  must lie on a (k — 1)-face of C'”. With pro-
jection A € R4*P AC is an induced quotient polytope in
the d-dimensional lower space. Clearly, some of the vertices
and k-faces of C' may be mapped to the interior of AC, i.e.,
they do not “survive” the projection.

min ||x||; subjectto y = Az and > 0.

“

Figure 3: Projection of a cross polytope C' in R? to a quotient
polytope AC' via projection A. The corresponding simplex is 7" at
the shaded area. Both AC and AT are 0-neighborly.

Compressive sensing provides the following equivalence
condition for the £°/¢! equivalence relationship [8]:

Theorem 1 (¢°/¢* Equivalence) 1. For a projection ma-
trix A € R¥>P, the quotient polytope AC' is called

k-neighborly if all the k-faces of CP are mapped to
the boundary of AC. Any sparse signal x € RP with
(k 4+ 1) or less sparse coefficients can be recovered by
(Py) if and only if AC is k-neighborly.

2. Foraprojection A € R™P and a (k+1)-sparse signal
x € RP, x must lie on a unique k-face F C C. Then
x can be uniquely recovered by (Py) if and only if AF
is also a k-face of AC.

Theorem 1 is a powerful tool to examine if a sparse
signal under a projection A can be uniquely recovered by
¢ -minimization. For example, in Figure 3, AC is 0O-
neighborly. Therefore, any 1-sparse signal can be uniquely
recovered by (Py). However, for a specific « on a 1-face of
C, x is 2-sparse and it is projected to a 1-face of AC'. Hence,
x also can be uniquely recovered via £!-minimization.

For a specific A matrix that depends on the application,
one can simulate the projection by sampling vectors x on all
the k-faces of C. If with high probability, the projection Ax
survives (i.e., on the boundary of AC'), then AC is at least
k-neighborly. The simulation provides a practical means
to verify the neighborliness of a linear projection, particu-
larly in high-dimensional data spaces. On the other hand, a
somewhat surprising result guarantees the well-behavior of
random projection: In a high-dimensional space, with high
probability, random projection A preserves most faces of a
cross polytope. A short insight to this observation is that
most randomly generated column vectors of A are linearly
independent. To be more precise, with a fixed d and D, the
upper bound for k is [8]

d
b= O loa (D (V7))

In object recognition, we consider a k-sparse vector x that
is also nonnegative (assuming x is normalized to be £/!-norm
one). We denote 7' = TP~ as the standard simplex in R”,
ie.,

, C'is a constant.

(&)

T={x:|z|=1andx > 0}. (6)

Figure 3 shows the relationship between C'” and TP~1.
Hence, the nonnegative vector « must lie on a (k + 1)-face
of T', which is a small subset of the cross polytope. The
following theorem naturally follows.

Theorem 2 (¢°/¢' Equivalence of Nonnegative Signals)
Any nonnegative sparse signal © € RP with (k + 1) or less
sparse coefficients can be recovered by (P]) if and only if
all k-faces of TP~ survive the projection A.

The nonnegativity constraint reduces the domain of pos-
sible solutions for ¢!-minimization (as shown in Figure 3),
and improves the £°/¢' equivalence relationship for a given
(k,d, D). In particular, the upper bound for k for nonnega-
tive signals is [8]

d
b= Cocoa(D/avAd)

, C'is a constant.

(7



Now we are ready to discuss the distributed fusion

function.  For a parent node that receives [ inputs
(Y1,Yq, - ,y;) from its child nodes, the fusion function
is defined as
9: Y = yitys+o+y eRY
Al
o 8
= [AlvAQa”'vAl} : ) ( )
z;
where A, Ay, -+, A; are the respective random projection

matrices on the [ sensor nodes, and ¢, xs, - - ,x; are the
corresponding histogram vectors. In theory, the fusion rule
(8) does not lose information about the [ histograms, given
that the ¢°/¢! equivalence still holds to solve the following
program

€))

min ||z'[|; subjecttoy’ = A’z’ and ' > 0,
where A’ = [Ay,Ag,---, 4] € RXP and 2/ =
[:cf,wg,~-- ,w;‘F]T € R,

In practice, (8) provides an adaptive solution to fuse mul-
tiple sensor data given by random projection: Regardless
of the number of active child nodes, the implementation of
the fusion rule is straightforward. In general, each random
matrix A; should be generated using a distinctive random
seed, such that there is no ambiguity in recovering the his-
togram signal [@] @3, -, x] | ' On the station side, after
the computer receives [ = L compressed feature(s) from its
child nodes, all the sparse histograms can be simultaneously
recovered via (9).

In Section 4, the performance of the algorithm and the
system implementation will be validated. In particular,
the experiment using the real data sampled from the COIL
database shows that the accuracy in (9) grows proportionally
to the decrease in the total number L of the cameras and to
the increase in the dimension d of the projection. For exam-
ple, in Figure 6, the /* reconstruction error for a single cam-
era at d = 100 is equal to that for two cameras at d = 200,
and is also equal to that for three cameras at d = 300 and
so forth. Hence, given the fusion condition to preserve the
same bandwidth, the rule (8) performs equally well as pro-
portionally changing each histogram projection d based on
the number of active sensors.

Finally, we outline a nonnegative orthogonal matching
pursuit (NOMP) algorithm to solve the problem (P} ) (Algo-
rithm 1). It is modified from the orthogonal matching pur-
suit (OMP) algorithm for general sparse signals. Many other
sparse solvers can be regarded as extensions of OMP (e.g.,
basis pursuit (BP) [6] and polytope faces pursuit [20]), and
they can be also modified to take into account of the nonneg-
ativity condition. For example, A nonnegative interior-point
method is discussed in [14]. All the ¢'-minimization op-
erated on the base station in this paper is implemented in
MATLAB using the cvx package.'

"http://www.stanford.edu/~boyd/cvx/.

Algorithm 1 Nonnegative Orthogonal Matching Pursuit

Input: A full rank matrix A = [vy, -+ ,vp] € R¥*P,
d < D, a vector y € R4, and an error threshold
€.

1: Initialization: k < 0. Assignresidual rg < vy, a sparse
support index set Q « @ (define Q€ as its complement),
and ¢g — 0 € RP.
repeat

k—k+1.

1 = arg max;eqec

T
v TE-1
lojllz
if vI'r;_1 > 0 then
Add i to the support set: Q2 = QU {i}.
else
No other possible vertex to add. break.
end if

Estimate the coefficients in support {2:

R A ol

—
e

i — (A",

where A = [+ v; -], € Q.
11: T <— Y — Axy.
12: until ||rg]2 < e
Output: =* «— xy.

4 Experiment

We first discuss the implementation of the multihop rout-
ing protocol using up to four CITRIC camera motes [5] and
a Linux laptop as the base station computer. Each CITRIC
mote consists of a camera sensor board running embedded
Linux and a TelosB network board running TinyOS. The
camera board integrates a 1.3 megapixel SXGA CMOS im-
age sensor, a frequency-scalable (up to 624 MHz) micropro-
cessor, and up to 80 MB memory.

The multihop routing is based on the collection tree proto-
col (CTP), which is a tree-based address-free multihop rout-
ing protocol. The CTP is chosen for our experiment due to
its high data throughput compared to other multihop proto-
cols currently available in TinyOS. For our experiment, we
have modified the routing engine of the CTP to fix the rout-
ing paths from the CITRIC motes to the base station such
that we can study the behavior of the network at fixed num-
bers of hops. With four CITRIC motes, we design a chain
hierarchy with a single leaf note and a single root note (i.e.,
the base station). Except for the leaf node, each of the other
three camera motes has one child and one parent. Note that
the distributed compression algorithm also works on other
types of tree-based multihop configurations. Given a fixed
number of sensors, the chain structure necessarily produces
maximal network latency.

When an EXECUTE command is issued from the base
station, the camera motes relay the command based on the
order of the routing protocol. Upon receiving the command,
each sensor capture an image from the camera sensor, pro-
duce a nonnegative histogram vector, and compress the vec-
tor to a low-dimensional feature vector. In this experiment,



we choose a 1000-codeword vocabulary constructed from
the COIL database. The vocabulary is preloaded on the sen-
sor nodes before the experiment. The tested random projec-
tion dimensions range from 100 to 500. Once the leaf mote
has calculated the histogram vector, it becomes the first node
to send the vector to its parent. The parent will add the re-
ceived vector(s) with its own vector, and then output to its
parent.

The first experiment measures the average latency of the
whole process, as shown in Figure 4. It is conducted at mul-
tiple locations of an office building to cover six typical in-
door scenes/objects: an office desk, a bookshelf, an indoor
court yard, a student lounge, a tree, and a corridor. Two ex-
amples of the images are shown in figure 5. Under each net-
work configuration, the experiment repeats 10 times. Except
for the distributed fusion step (8) that depends on the multi-
hop protocol, the remaining functions to produce the visual
features are operated in parallel. First, the algorithm takes
about 15sec on a single-node CITRIC network, which is
the baseline performance without the multihop component.
In the presence of multiple cameras in the network, the la-
tency is about 20sec. The difference of the latency among
different active cameras is small, which indicates that the
bottleneck of the algorithm is the SURF feature detection.

25
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Figure 4: The average latency of distributed object feature extrac-
tion with one to four CITRIC motes.

Figure 5: A corridor scene (left) and a tree object (right). The
images are grayscale at 320 x 240 resolution. The SURF features
are superimposed as red circles.

The second experiment measures the accuracy of the en-
coding/decoding algorithm. The comparison is based on two
performance indices: 1. The traditional £2-norm distortion
per histogram. 2. The sparse support error per histogram,
i.e., the difference in the locations of the nonzero coeffi-
cients between the original histogram and the recovered one.
As an abstraction of an image, the histogram reveals the
types of the visual features in the scene via its sparse sup-
port, and the repetition of the visual features via the values
in the histogram. Both the sparse support and its values are
equally important in recognizing the object(s) in the image.

In this experiment, we choose to use the multiple-view
images from the publicly available COIL database, such that
the results are reproducible. All the images in COIL are
RGB color images with 128 x 128 resolution. In comput-
ing their SUREF features, they are converted to grayscale im-
ages of the same resolution. Images of the same object from
COIL are randomly sampled and loaded onto the four CIT-
RIC motes to simulate the imaging process. Given a pre-
computed 1000-codeword vocabulary, the true histograms
w.rt. a fixed SURF implementation can be obtained, and
they are used as the ground truth to compare with the esti-
mated histograms from the base station via (9).

Figure 6 first show the performance using NOMP. With
a single camera, NOMP perfectly recovers 1000-D his-
tograms via 200-D projection (i.e, 4 = 0.2). With two
cameras, the length of the joint histogram clearly doubles.
The curves show that 400-D projection perfectly recovers
the joint histogram, which is about twice the size of the
previous projection. The difference in performance is con-
sistent with the other camera configurations. The maximal
sparse support error is about three, meaning that over 1000
coefficients in a histogram, the average number of difference
locations of nonzero coefficients is three, which is extremely
small. When the projection is increased to 300-D, the maxi-
mal sparse support error is reduced to below two.

Finally, we validate that NOMP outperforms the OMP
algorithm (3) when the underlying sparse signal is indeed
nonnegative, which is shown in Figure 7. OMP achieves
perfect recovery from a single camera at 300-D projection,
and from two cameras at 500-D projection, which are both
100-D higher than NOMP. Overall, NOMP improves the
performance w.r.t. both norm distortion and sparse support
by about one third under the same setup.

5 Conclusion

We have addressed a distributed compression and fusion
problem in transmitting nonnegative sparse signals to rep-
resent visual objects from multiple camera views. The key
observation is that, under a large visual vocabulary, an ob-
ject histogram obtained by tallying SIFT-type codewords
should be nonnegative and sparse. We have considered the
scenario where images of a common 3-D object are cap-
tured from multiple camera sensor nodes, and the goal is
to effectively compress and transmit the visual histograms
via a low-bandwidth multihop network. We have demon-
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Figure 6: Distortion of the distributed coding scheme via NOMP. Left: Norm distortion. Right: Sparse support error.
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strated a highly flexible compression and fusion scheme
based on random projection. Under the constant bandwidth
constraint, we have shown that random projection performs
equally well as proportionally changing each histogram pro-
jection based on the number of active sensors. At the base
station, the multiple-view histograms are simultaneously re-
covered by nonnegative ¢!-minimization routines. The ef-
ficacy of the method has been validated via both simulation
and a real-world experiment using the CITRIC smart camera
motes.

The paper has also raised several important open prob-
lems in distributed object recognition. In particular, given
the resource-constrained nature of the camera sensors, how
to detect and locate multiple objects in a 3-D scene; how to
establish feature correspondences among different camera
views; and how to harness the rich information of multiple-
view features to improve the recognition accuracy at the
base station? Future advanced sensor surveillance systems
for complex urban environments demand a more compre-
hensive distributed framework to address these questions.
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