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Abstract

This work proposes an algorithm for explicitly constructing a pair of neural networks that lin-
earize and reconstruct an embedded submanifold, from finite samples of this manifold. Our such-
generated neural networks, called Flattening Networks (FlatNet), are theoretically interpretable,
computationally feasible at scale, and generalize well to test data, a balance not typically found in
manifold-based learning methods. We present empirical results and comparisons to other models
on synthetic high-dimensional manifold data and 2D image data. Our code is publicly available.

1. Introduction

Autoencoding (Kramer, 1991) remains an important framework in deep learning and representation
learning (Bengio et al., 2013), where one aims to both encode data into a more compact, lower-
dimensional representation and then decode it back into the original data format. This framework
is often used on top of deep learning applications to ease downstream learning and processing
(Rombach et al., 2022; Turian et al., 2010; He et al., 2022) as well as a design principle for the
network itself (Ronneberger et al., 2015; Devlin et al., 2018).

However, these models are typically so-called “black-box models”: many important parameters
of the model cannot be directly optimized or chosen from mathematical principle, and instead need
to be chosen from either extensive trial-and-error or from previous knowledge likewise obtained
from trial-and-error. When one is building autoencoder models in a novel domain, this issue can
hinder the speed and ease of development.
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To resolve this issue, we design a framework for automatically building up an autoencoder
model given a geometric model of the dataset; namely, we assume that the “manifold hypothesis”
(Fefferman et al., 2016) holds for the dataset we wish to encode/decode. Given this assumption,
along with some needed regularity and sampling conditions, we can greedily construct the layers of
an encoder/decoder pair in a forward fashion, similarly in spirit to recent works (Chan et al., 2022;
Hinton, 2022), such that the learned encoding is as low-dimensional as possible, in as few layers
as possible. In this manner, the architecture is automatically constructed to be optimal. While
there are a few scalar parameters that need pre-specification by the network designer, these are all
mathematically interpretable and in practice not sensitive for training results.

Our approach to this problem is through manifold flattening, or manifold linearization: if we can
globally deform the “data manifold” into a linear structure, then we can apply more interpretable
linear models on top of these constructed features. Our motivation for focusing on manifold lin-
earization comes from common practice: any successfully trained deep learning model whose last
layer is linear (e.g. multi-layer perceptrons) has “linearized” their problem, since the deep model
has implicitly learned a map (all but the last layer) such that the target problem is solvable by a
linear map (the last layer).

1.1 Problem formulation

We now give a mathematical formulation for the autoencoding problem that we want to solve, and
define notation used for the rest of the paper. We assume foundational knowledge of differential
geometry; for an introduction and review, see Appendix B.

Fundamental problem. Consider a dataset X = {x1,...,zxy} C RP. We make the geometric
assumption that our data x; are drawn near a low-dimensional embedded sub-manifold M C RP
which has intrinsic dimension d < D; we say that M is the data manifold. We aim to construct an
encoder f: RP — RP, and a decoder g: RP — RP, which are a minimal autoencoding pair in the
following sense.

Definition 1. Given an embedded submanifold M C RP and a scalar parameter € > 0, we say
that a pair of continuous functions f: RP? — RP and g: RP — RP are an e-minimal autoencoding
pair for M if both of the following conditions hold:

(a) (Autoencoding.) For all x € M, we have ||g(f(x)) — ||, <€, and

(b) (Minimality.) p is the smallest integer such that there exist continuous f,g such that (a)
holds.

Computational considerations. We mainly concern ourselves with computational time, and
the scalability requirements often needed for modern data requirements. Ideally, our autoencoder
algorithm follows the following scaling laws:

1. Linear time in the number of samples N, O(N). Datasets have become incredibly large, easily
reaching the millions for many modern tasks, so even quadratic time in N quickly becomes
uncomputable in practice.

2. Linear time in the ambient dimension D, O(D). Similarly with the number of samples, the
ambient dimension in many cases can easily reach the thousands or millions, so anything
above linear time becomes practically uncomputable.
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3. Polynomial time in the intrinsic dimension d, O(d*) for some k € N. In contrast to the
sample size and ambient dimension, we expect the intrinsic dimension of data manifolds to
be relatively small (Wright and Ma, 2022); for example, MNIST (Deng, 2012) has ambient
dimension D = 784, but the intrinsic dimension of a single class of digits is estimated to be
around 12 < d < 14 (Hein and Audibert, 2005; Costa and Hero, 2006; Facco et al., 2017).
Still, manifold learning in generality requires exponential time and samples in the intrinsic
dimension, O(c?), which is infeasible for even relatively low d.

Assumptions on the data manifold M. An important area of interest is to determine the
correct assumptions for the kinds of manifolds often found in real world data. For this paper,
our assumptions are relatively minimal, but it is important to be clear about them. For more
information about the motivation of the following assumptions, see Theorem 6 and its proof in
Appendix D.

1. We assume M is smooth. This is a standard regularity assumption.

2. We assume M is compact. This assumption is reasonable in that it is fulfilled for closed
and bounded sub-manifolds of Euclidean space, which we encounter in many application
contexts. For example, the manifold of 28 x 28 greyscale images as embedded in R™* (where
784 = 28 - 28) is bounded in [0,1]"®*. Adding closedness simply makes analysis easier.

3. We assume M is connected. In spirit, we focus on a single class of data in this work. While it
is an important future direction to extend to multi-class settings, we focus on the single-class
setting in this work to emphasize the role of compression.

4. We assume M is flattenable. Due to requiring differential geometry concepts to define,
flattenability is more rigorously defined later in the work, in Theorem 5. For now, this is the
most restrictive assumption of the three, but there is still reason to believe this assumption
is commonly satisfied for commonly encountered data manifolds in neural network-based
applications; see the end of Section 3 for more discussion about this point.

Assumptions on the dataset X'. The main assumption we make is a geometric property which
quantifies how much the data and the manifold are representative of each other.

Definition 2. Given an embedded submanifold M C RP, a finite dataset X = {x1,...,2x} C RP,
and scalar parameters €,5 > 0, we say that is (g,0)-faithful to M if both of the following hold:

1. (M represents X.) infrep ||z — a4y < € for all i € [N].
2. (X represents M.) mincn ||z — 2ill; <6 for all z € M.

One may re-phrase these conditions as saying that M is an e-cover for X and X is a d-cover for

M.

Because M is compact, for every €, > 0, there exists a finite (g, 0)-faithful dataset for M.

We do not make explicit statistical assumptions of our data, such as the assumption that the
data z; are drawn i.i.d. from a distribution on R”. This distinguishes our work from other autoen-
coder analysis and, more generally, much of statistical learning theory.

Putting it all together. Finally, we lay down the defining properties of our desired algorithm for
efficient computation of a minimal autoencoding pair. Note that we drop parameters for brevity.
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Definition 3. Given an embedded submanifold M C RP of intrinsic dimension d and an faithful
dataset X C RP, an algorithm is said to efficiently compute a minimal autoencoding pair for M if
it computes a minimal autoencoding pair in O(DNd®) flops for some k € N, with access only to X

(and not M or d).

2. Related work

We now provide a brief overview of works in this domain. The first two, VAEs and manifold learning,
are the most direct alternative algorithms to solve the problem given in Theorem 3. However, each
of these have fundamental limitations, which we address with our work. We also include methods
that match our problem and algorithm in spirit, but in reality address fundamentally different
problems.

2.1 Variational autoencoders

Arguably the most well-known class of autoencoders at the time of writing is the class of variational
autoencoders (VAEs) (Kingma and Welling, 2013), which have seen much empirical success, both
traditionally in computer vision problems (Higgins et al., 2017; Van Den Oord et al., 2017; Kim and
Mnih, 2018), and recently as a black-box method for nonlinear dimensionality reduction within the
framework of within so-called diffusion models (Vahdat et al., 2021; Rombach et al., 2022). De-
spite their empirical success, VAEs have a few endemic shortcomings, including posterior collapse
(Lucas et al., 2019). However, the most common issue, obeyed by all flavors of VAE thus far to our
knowledge, is that the encoder and decoder networks are black-boxr neural networks, about which
comparatively little is understood. Important design choices, including hyperparameter selection,
thus are either made through extensive trial-and-error or using a history of trial-and-error for the
problem (e.g., 2D image autoencoding), rendering application of VAEs in a novel problem a poten-
tially expensive challenge (Rezende and Viola, 2018). In this work, we aim to provide an alternative
white-bor model which ameliorates and linearizes the data geometry, essentially performing non-
linear dimensionality reduction via transforming the data structure to a lower-dimensional affine
subspace, all with fewer hyperparameters and greater robustness to hyperparameter changes than
the alternatives.

2.2 Manifold learning

Manifold learning methods are a well-known class of algorithms that seek to find low dimensional
representations of originally high dimensional data while preserving geometric structures. This
includes methods that find subspaces by preserving local structure, such as local linear embedding
(LLE) (Roweis and Saul, 2000) and its variants, local tangent space alignment (LTSA) (Zhang and
Zha, 2003), t-distributed stochastic neighbor embedding (t-SNE) (Van der Maaten and Hinton,
2008), Laplacian eigenmaps (LE) (Belkin and Niyogi, 2003) etc. and methods that try to preserve
global structures such as isometric mapping (ISOMAP) (Tenenbaum et al., 2000) and uniform
manifold approximation and projection (UMAP) (McInnes et al., 2018). Although these have
offered useful results on a broad class of manifolds, there are limitations when applying these to
real-world data (Li et al., 2019), which we discuss now and aim to mitigate through our algorithm.

The first limitation is that for all the methods presented above, there is no explicit projection
map between the original data and the corresponding low dimensional representation. This means
that in order to find a projection for a point in the original space outside of the training data,
the entire method needs to be repeated on the original dataset with the new point appended.
This additional computational cost is especially problematic in the case of large-scale datasets.
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One possible extension maps the original data into a reproducing kernel Hilbert space (RKHS)
using kernel functions (Xu et al., 2008), avoiding this “out-of-sample” problem (Li et al., 2008).
Although this is robust, it requires good kernel function selection and parameter selection, which
can be challenging. Another approach which has been explored is parameterizing the features
through a neural network architecture (Jansen et al., 2017; Schmidt et al., 1992; Chen, 1996). This
presents similar training difficulties to VAEs due to the black-box structure of the corresponding
architectures.

Another potential limitation is that for all of the aforementioned methods, it is required to
specify the intrinsic dimension of the data as an input. In practice, this is hardly ever known a
priori, though there are a large class of intrinsic dimension estimators (Campadelli et al., 2015;
Levina and Bickel, 2004b; Carter et al., 2009) that can be used at an additional computational
cost.

2.3 Distribution learners

Three forms of models for distribution learning in recent years have been GANs (Goodfellow et al.,
2014), normalizing flows (Kobyzev et al., 2019), and diffusion models (Sohl-Dickstein et al., 2015;
Ho et al., 2020; Song and Ermon, 2019). While such models are effective at learning the distribution
of the data (Arora et al., 2018) and are able to sample from it (Chen et al., 2022), they do not learn
representations or features for individual data points. Thus, they solve different problems than the
one we choose to solve in this work, as per our discussion in Section 1.1.

3. Manifold flattening for data manifolds

We now introduce our high-level approach for finding an efficient algorithm which generates a
minimal autoencoding pair: manifold flattening.

As a warmup, let us suppose that M were actually an affine subspace, with no nonlinearity
or curvature. Then principal component analysis (PCA) would give an efficient autoencoding; we
could estimate the dimension using the subspace structure in any of a variety of ways, then the
encoder f: RP — R? would be the orthogonal projection onto the first d principal components of
the data, and the decoder ¢g: R* — R” would be the adjoint map of f.

Motivated by the ease of the problem when the data lies on an affine subspace, our high-level
approach is to first remove the nonlinearities in the data manifold M, and then use the previously-
discussed PCA-type algorithms once we have “flattened” M.

In this section, we formalize the notion of flattening a manifold and the equivalence between
manifold flattening and minimal autoencoding as described in Theorem 1.

3.1 Manifold flattening creates minimal representations

We first provide a classical definition of flatness for a manifold M C R” using the second funda-
mental form (see Theorem 11 in Appendix B).

Definition 4. Let M C RP be a smooth embedded submanifold of dimension d and second funda-
mental form I. We say that M is flat if and only if Iy, (u,v) = 0 for all zo € M and u,v € Ty, M.

This definition says that a manifold is flat if it has no extrinsic curvature. We are not restricted
to only studying the extrinsic curvature of the original data manifold M, but also of its image
through a smooth map: ¢(M) = {¢(x) | * € M} ¢: RP — RP. Ideally, then, the extrinsic
curvature gives a measure of when a manipulation ¢ has successfully removed the nonlinearity of
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Figure 1: A depiction of interpolation through manifold flattening on a manifold in R? of dimension
d = 2. To interpolate two points on the data manifold, map them through the flattening
map ¢ to the flattened space, take their convex interpolants, and then map them back
to the data manifold through the reconstruction map p.

M, and one can thus safely use PCA on top of ¢ to generate a minimal autoencoding. We formalize
this idea in the following definition and theorem.

Definition 5. Let M C RP be a compact, connected, smooth embedded submanifold of dimension
d. We say that M is flattenable if there exist smooth maps ¢, p: RP? — RP such that:

1. p(¢(M)) = M; and
2. ¢(M) is flat.
In this case, we also say that (¢, p) flatten and reconstruct M.

Theorem 6. Let M C RP be a flattenable submanifold of dimension d which is flattened and
reconstructed by the maps ¢, p: RP? — RP. Then we have:

1. (M) is a convex set.
2. ¢(M) is contained within a unique affine subspace of dimension d.

3. LetU € RP*? be an orthonormal basis for the aforementioned subspace, stacked into a matriz,
and zg € ¢(M). The encoder f given by f(x) = UT(¢p(x) — 29) and decoder g given by
9(2) = p(Uz + z9) form a minimal autoencoding pair satisfying Theorem 1 for e = 0.

As the proof relies on some outside differential geometry, we leave the proof for Appendix D.
The main message for this theorem is a formalization of our previous intuition: finding flattening
and reconstruction maps is equivalent to finding a minimal autoencoding. Thus, in the rest of the
work, we focus on constructing flattening and reconstruction maps ¢ and p.

A first visualization of manifold flattening and reconstruction is depicted in Figure 1, along
with the primary benefit outside of Theorem 3 for manifold flattening: nonlinear interpolation.

A note on the flattenable assumption for M. Under the assumption that M is flattenable, the
converse of Theorem 6 also holds: any lossless, smooth autoencoding pair generates a flattening. We
argue that this is a reasonable assumption for data manifolds, as for any continuous autoencoding
pair f,g (e.g. neural network encoder/decoder pair), exactly one of the following must occur:

1. f(M) is a convex set, in which case M is flattenable; or

2. f(M) is not convex, in which case samples generated via g(z) for any normally distributed =z
will fall outside M with high probability.

This sampling method is a common technique within the VAE framework, so manifolds which are
amenable to autoencoding via VAEs should generally be flattenable.
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Figure 2: A depiction of the construction process of the flattening and reconstruction pair

(et Pnet), Where the encoder ¢ney = ¢r © ¢r—1 0 --- 0 ¢ is constructed from com-
posing flattening layers, and the decoder ppet = p1opao---0py is composed of inversions
of each ¢y.

4. Flattening Networks: an algorithmic approach to manifold flattening

In this section we discuss a computational method for constructing globally-defined flattening and
reconstruction maps. In our method, such maps will be a composition of multiple simpler functions,
akin to layers in neural networks, as depicted in Figure 2. Accordingly, we call our method the
Flattening Networks, or FlatNet.

However, a large difference between Flattening Networks and traditional neural networks is
that our “layers” are constructed iteratively in a white-box process with no back-propagation.
This design is qualitatively similar to other white-box networks such as described in Chan et al.
(2022), but is very different in the details.

We summarize the overall construction of our network now, and then give a more detailed
description and motivation in the following sections.

1. Initialize composite flattening and reconstruction maps ¢net = pPnet = idgp : RP - RP.
2. For each layer ¢ € [L]:

(a) Sample a point xg uniformly at random from X.

(b) Fit a local quadratic model to a neighborhood Ny of z(, and compute a local flattening
map Qoc: RD — RP.

(c) Use a so-called partition of unity and the local flattening map ¢jo. to form a global
flattening map ¢: RP — RP.

(d) Compute an analytic global approximate inverse, i.e., a global reconstruction map p: R” —
RP such that po ¢ ~ idgp.

(e) Compose the constructed layer with existing layers: set ¢pet <= P0dnet and pnet <— PnetOp-
3. Return the composite maps ¢pet and ppet.

In the following sections, we will discuss the motivation and implementation of each of these
steps.
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(c)

Figure 3: A graphical depiction of one step for our manifold flattening and reconstruction algo-
rithm. (a) From a dataset X (dots) drawn near a manifold, randomly choose one data
point zy (red). (b) We then find the largest radius around the selected point where our
simplified model (green) fits the data well, and (c¢) We use this model to both flatten
this patch of the data and reconstruct onto our local model. This process is repeated on
the resulting manifold until the manifold is flattened.

4.1 Local quadratic models for data manifolds

Since we aim to manipulate and reconstruct a dense manifold M from finite samples X', we need
some way to model manifolds to fit to the dataset X'. Commonly, the structures of manifolds
exploited for manifold learning are local. Even beyond the classical “locally Euclidean” definition
for manifolds, many manifold processing methods use the fact that, near any fixed point zg € M,
the manifold M will be approximately linear for a small enough ball around zg.

While linear models will not be sufficient to solve our problem, as we need to reconstruct the
nonlinearities that our method flattens out, we still build our method from the above core principle:
while a data manifold M may be complicated and hard to model globally, restricting our attention
to one neighborhood at a time allows us to fit a much simpler model accurately to that patch of
the manifold. Such a local model not only tells us how to reconstruct the original manifold after
flattening, but also the “best” way to flatten the manifold. Concretely, this allows us to construct
a map Qpoc: RP — RP which flattens points in a chosen neighborhood Ny around xg, but whose
behavior is necessarily ill-defined far from Ny. We now discuss the construction of such a map.
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The exponential map at xo, denoted exp, : Ty M — M, is a local bijection from the d-
dimensional subspace Ty, M to the full manifold M. Hence, exp,, perfectly models the local
structure of the manifold M. However, not only is exp,, hard to estimate from finite data, the
exponential map is typically only analytically known for very structured manifolds. However, we can
estimate approximations to exp,, and restrict our attention to neighborhoods small enough such
that this approximation holds. A well-studied approximation scheme are Taylor approximations.
A linear approximation is too restrictive, as this removes all local nonlinear information about M,
thus making it impossible to reconstruct after flattening. Thus, we use the next simplest Taylor
series model, the second-order Taylor approximation (Monera et al., 2014):

1
exp,, (v) = xo + v + 5]13,30 (v,v), (1)

where I, : TpyM x TyyM — Ny M is the second fundamental form of M at g (see Theorem 11).
Based on this expansion we will construct principled local flattening and reconstruction maps ¢ioc
and pigc.

Proposed local flattening and reconstruction maps. We propose a local flattening map
Ploc : RP — RP which is an affine projection operator:

Proc(z) = Psya {7} (2)

where S is a linear subspace and . € R? is a fixed base point (both to be defined next), and the
sum is taken in the usual sense, i.e., S+ z, = {s + x. | s € S}. There are then two variables we
need to decide: the subspace S and the offset x.. The choices we make here are not claimed to
be optimal in any sense, but their design serves two important roles: S is chosen to maintain local
invertibility of ¢ioc, and x. is chosen to make the overall flattening process more likely to converge.

First, we choose S = T, M. If the approximation in Equation (1) holds, then for any v € T, M
we have

Ploc(€XPyy (V) = Py Mo {€xXPy (0)} 3)
1
~ PT,, M. {:cg + v+ 5]1360 (v, v)} (4)
1
= Pr,,M {:Jc0+v—|— iﬂxo(v,v) —:):C} + x. (5)
1
= Proym{v} +5 Progaillay (v, 0)} + Pro mizo — ze} + ac (6)
=v =0 =PrygMtazc{zo}
=V + Ploc(0)- (8)

Here Pr, m{v} = v because v € Ty M and Pr, m{ls,(v,v)} = 0 because I, (v,v) € Ny M.
Thus the local flattening map
(blOC(‘T) = ,PT(L‘OM—'—'TC{'%} (9)

is (approximately) invertible in the neighborhood Ny of xy for which the quadratic approximation
in Equation (1) holds, say by the local reconstruction map

Proc(z) = 70+ = = Boe(0) + 3o (= ~ roc(T0), = — Broe(z0)). (10)

9
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conv(M)

M

Figure 4: A depiction of the convex hull of a manifold M versus the manifold itself. If there is
no difference between conv(M) and M itself, the resulting manifold is convex and thus
flattened. We thus design local flattenings to push M into its convex hull.

This local invertibility property follows from the below calculation:

ploc(¢loc (epro (U))) ~ Ploc ('U =+ ¢loc (CE[))) (11)
=x9+ v+ %Hmo(v,v) (12)
~ exp,, (v). (13)

This choosing the subspace S = T, M ensures that the local flattening map is (approximately)
invertible in the local neighborhood Ny of xy for which the quadratic approximation in Equation (1)
holds. While the choice of S as the tangent space is clearly optimal in preserving the metric at xg,
the intrinsic volume within the neighborhood can compress at arbitrary ratios depending on the
curvature at xg. Nonetheless, flattening to the tangent space gives an easy verification that the
flattening is invertible.

The offset z. is an important design choice, as it directs the global direction of the process
induced from repeated local flattenings, and thus controls the convergence of the process. In order
to make sure the process converges, we need to design an . that is both (a) pushing the output
manifold closer to a converged, globally flattened state, but (b) close enough to our dataset X’ to
make the eventual global flattening map h reasonably smooth.

Our certificate of convergence is the convezr hull of the manifold. We use the connection between
the flatness and convexity of M furnished by Theorem 6. Indeed, such an embedded submanifold
of Euclidean space is fully flat if and only if it is convex. Thus, any difference between the convex
hull of M, denoted conv(M), and itself, gives an indication of where to flatten the manifold into.
This idea is depicted in Figure 4.

Note that for any probability measure P supported on M, we have that the extrinsic average

T i/ x dP(x) (14)
M

lies within the convex hull. Thus, if we chose our distribution P to have density w.r.t. the Haar
measure on M be proportional to a smooth function 7: RP — [0,1] such that 7(x) ~ 1 for all
x € Ny and 7 decays rapidly outside Ny, to be determined later, then the weighted local average

given by the following:
d
T — 7 = M’ (15)
Sy 7(x) dz

10
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lies in the convex hull, z. € conv(M), while z. is still relatively close to = due to the imposed

structure on 7. Thus, to meet the desired criteria for the local flattening, we choose S to be the
tangent space T,, M and the offset z. to be the local average z. = M.

Sy (x) dz

4.2 From local to global

Once we find a local flattening map ¢joc: R? — RP, the next step to make it globally well-defined
is to “glue” it with a well-behaved globally-defined map outside of the chosen neighborhood Ny
of zg. Classically in differential geometry, this is done through a partition of unity (Dieudonné,
1937; Lee, 2012), a smooth scalar function ¢: R” — [0,1] such that ¢(x) ~ 1 for all z € Ny and
P(x) ~ 0 for all x ¢ Ny. Given the local flattening map ¢joc: RP — RP computed with respect to
the neighborhood Ny, we can then define a globally-defined flattening map ¢: RP? — RP by:

¢(x) = (@) Proc(x) + (1 — (), (16)

so that ¢(x) = ¢roc(z) if x € Ny and ¢(x) ~ = otherwise.

Of course, there are many choices for ). However, as we design a practical algorithm satisfying
Theorem 3, our choices become more limited. The following are our two main concerns that will
limit the design choice for :

1. 1 should lead to relatively smooth maps constructed as in Equation (16). Once we flatten a
portion of the manifold, we will need to both further flatten and reconstruct the manifold,
and if we create cusps as in Figure 3c, the downstream flattening and reconstruction tasks
will be unnecessarily difficult.

2. 1 should allow for computable inverses of maps constructed as in Equation (16). Even if
we are able to invert the local flattening function ¢ locally around xy using the local
reconstruction function pp., it’s not always trivial (or even possible) to invert the globally
well-defined function ¢. Nonetheless, this task is crucial for constructing a true autoencoder.

To motivate our choice of 1, we attempt to compute an approximate inverse of ¢, i.e., a function
p such that po ¢ ~ idgp. To do this we first simplify the expression for ¢:

)P1oc(z) + (1 = h(z))z (17)
)(Progmiacfz}) + (1 —¢(x))x (18)
J(Progam{z — ae} 4 xe) + (1 = ¢(x))z (19)
) Prygm{a} — V(@) Prygmiae} + (@)ze + © — P(z)z (20)
= (@) Pryomi{z}t — ¥(2)Pryymfzet + (@) Prygmfze} + (@) Py m{ae} (21)
+ Pr,yomizt + Pr miz} — (@) Pr, mfzt — o (2) Py, m{x}
= Pr,,m{v(@)z — (2)xe + Y(x)ze + 2 — ()2} + Proymiv(@)ze + o — @)z} (22)
= Proyomiz} + Proom{p(@)ze + (1 = (z))z}. (23)
This simplification reveals a geometric interpretation of the flattening map ¢; the component of x

towards the tangent space T, M is preserved, while the component of x towards the normal space
Ty, M is replaced by a convex combination of x. and = whose weights are given by the partition

11
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of unity . The following computation now motivates an approximate inverse of ¢:
1
d(r) + () <Jfo — Pr,yMtazT0} + 21l (Pr,,m{¢(z) — 0}, Pr, m{o(x) — xo})) (24)
1
= ¢(z) +¥(z) (960 = Progmeac{zo} + 5l (Pro,mie — 2o}, Proymiz — xo})) (25)

= 6(a) + 0la) (20~ Pr.paeloo) = Prysaleed + i (Prgaele = au), Prpafe —20)) ) (26)

= Prom{z} + Prymfv(@)ze + (1 — o(x))a} (27)
+ () <a:0 — PTZOM{QTO} - PNIOM{QZC} + %Hggo (PTIOM{»T -z}, PTzOM{CC — JJO})>
= Pr,,m{z} + (@) Py mfze} + Prggmda} — (@) Py m{z} (28)

+ () (PTxOM{xo}—"_PNchM{xO}_PTxOM{IO}_PNxOM{IC}J’_%HTO (PT;COM{ﬁ—xo}ypTxOM{x—l‘o}))

1
= Pry o} + Phgaelo} +600) (<Pruaale = a0} + 5 (Pr,aelo = 20}, P aao = 20)) )
(29

)
— 2+ () (—PNIOM{a: C ol 4 %]Ixo (Pro il — w0}, Pl — xo})> (30)

~0
AT (31)

Here we make the approximation P, m{z — o} ~ 1L, (Pr,,m{z — 20}, Pr, m{z — 20}) Which
follows from the definition of the second fundamental form.
Thus, we are motivated to set z = ¢(x) and obtain the reconstruction map

p(z) = z + () <%’0 — Pryy Mtz %0} + %Hmo (Pr,om{z — zo}, Pr,ym{z — xo})) - (32)

However, this is not a well-defined global map because the coefficient ¢ (z) depends on z ~ p(z).
To solve this problem we use the following lemma:

Lemma 7. Let A > 0, let ¢(x) = e~ Mz=woll3  gnd ¢ be defined as in Equation (16). There ezists
a unique smooth function &: RP — R such that £(¢(z)) = (x) for all z € RP.

The proof of this lemma, is deferred to Appendix D. It is not apparent from the theorem state-
ment, but clear from the proof, is that £(z) is efficiently computable, requiring only the inversion
of a globally invertible smooth scalar function, which we use the secant method to compute.

This lemma motivates our choice of ¥ (z) = e~ Me=woll3 for some A > 0, and thus our global
reconstruction map is well-defined as

ple) = 2+ 66) (0 = Progaten {0} + Ton(Prpsalz — auh Prpels = ))) . (39

One important interpretation of the A parameter in the partition of unity is that it controls
the “radius” of the partition. In particular, the function r — e g monotonically decreasing in
r > 0. If we want to find the radius r for which e < e, where € > 0 is some small constant, we
obtain

> [V _ o, (39

12
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Thus we can think of the “radius” of ¢ as proportional to A~1/2.
Finally, recall that we defined the local average x. = % for some smooth function
M

7: RP — [0,1] such that m(z) ~ 1 for all z € Ny and 7 decays rapidly outside Np. In order to
achieve these two criteria while making sure that « is smooth and z. is close to x, we simply choose

Sy (z) dz
m =1, so that x. = Tt

4.3 Estimation from finite samples

In this section we discuss estimation and computation of the various quantities discussed in the
prior sub-sections. Generic estimates are labeled with a tilde, i.e., . or T,,M, while optimal
estimates are labeled with a hat, i.e., z. or T, M.

Estimating the local average, tangent space and second fundamental form. Suppose
that we already know the intrinsic dimension d of the manifold, and that we already know the
parameters for the partition of unity 1 (these will be estimated automatically, as we describe
momentarily). Then the only things left to estimate are the local average x., the tangent space
Tz, M (and technically also the normal space Ny M = (T, M)*), and the second fundamental
form II,.

The local average x,. with respect to a particular partition of unity ¢ can be efficiently approx-
imated by the sample average:

TR = T— (35)
ZZ‘:1 Y(z:)

However, the local tangent space Ty, M is harder to approximate from a finite set of samples. A
popular method to estimate Ty, M from finite data is local PCA (Hoppe et al., 1993; Oue, 1996);
however, these methods rely on an assumption that the manifold M is close to linear around the
base point xg, which holds less strongly if M has non-negligible curvature. While improvements
have been made past local PCA (Zhang et al., 2011), there are still issues when the data has both
extrinsic curvature and extrinsic noise.

We may estimate the tangent space T, M from finite samples by minimizing the autoencoding
loss, which is a sum of terms of the form
2

s — p((xi)) 3 = Hl/J(xz‘) <—7’NxOM{9«“z’ — o} + %on (Proymizi — zo}t, Progm{ai — on})) )
(36)

1 2
= (@) || 5 W (P, m{i — 20}, Pryy maf{wi — w0}) — Pr,ym{@i — 2o}
2

(37)

where the first equality is from Equation (30). For the sake of optimization, we parameterize T, M
by an orthogonal matrix U € O(D, d) such that UU " = Pr,,m- This gives

2
lzi = p(d ()l = ¢(a:)? %HIO(UUT(% —20), UU (2 — 20)) — (I = UU ")(w; — o) (38)

2

Finally, we parameterize the second fundamental form (or more specifically the quantity %]Ixo) by
its coordinates with respect to the basis defined by the columns of U, represented as a multi-array
V € RPxdxd ip the following way:

d
1
§Hm0(w1,w2) V (w1, ws) :szﬂc uj, wi) (U, w2) (39)
Jj=1k=1

13
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where vj, € RP are the slices through the first coordinate of V. Thus, we can estimate U and V
through a computationally feasible autoencoding loss:

2
(0

N
Ly(U,V) = % S () HV(UUT(@- —20), U0 (2 — w0)) — (I — U0 ") (2s — :,;0)‘
=1

This yields a global reconstruction problem, whose value we label Recon(d, v):

R d = inf Ly,(U,V). 41
ccon(d,v) = | inf | Ly(U.V) (a1)
VERDXdXd

The solutions to this problem are our estimates for the tangent space basis U and second fun-
damental form matrix V, which translate into estimates for the actual tangent space Tmo./\/l and
second fundamental form f[xo in a straightforward way.

While the above problem (41) may look daunting, note that for a fixed U € O(D, d), solving for
the entries of V is a least-squares problem and may be efficiently solved in closed-form. The remain-
ing component of the optimization is to solve for U, which is an O(Dd)-dimensional optimization
over the Stiefel manifold O(D, d). While the Stiefel manifold is a non-convex set, optimization over
the Steifel manifold is well understood (Fraikin et al., 2007; Li et al., 2020; Qu et al.; Zhai et al.,
2020; Zhai et al.). We reiterate that all associated complexities fulfill our complexity requirement
of O(NDd") for some positive integer k.

There is one final complexity that we have swept under the rug: the second fundamental form
I, has codomain N,,M, which is a D — d dimensional subspace, but our bilinear V' map has
codomain R” in general, and at first glance is not restricted to any D — d dimensional subspace.
The resolution to this dilemma is that if we fix a U € O(D, d) and solve for V using least squares,
the resulting bilinear V map will always have codomain equal to Im(U )+ due to the structure of
the problem. In particular, if Im(U ) = Ty, M then V will have codomain Nz, M. We now formally
state this result; the proof can be found in Appendix D.

Proposition 8. Fiz U € O(D,d). Further suppose that (x;) > 0 for all x; € X. Then any
solution V' to the problem

inf LU, V) (42)

f/eRDxdxd

has the following properties:
1. UTV(IEZ —xo,x; —x9) =0 forall z; € X

For the following parts: define the matriz A € RV*3(@+d) 4 the following way: let B € RV*dxd pe
the 3-tensor with entry values Bji, = (uj, x; — xo) (uk, x; — xo). Let B; € R4 pe the it slice of the
tensor B, fizing the first dimension. Finally, let the i row of A be the vectorized upper-diagonal
component of B;.

2. If A has full column-rank, i.e. rank(A) = 3(d? — d), then V is unique.

3. Further, if A has full column-rank, then [~]T1§jk =0 foralll < j, k <d, therefore ﬁTV(wl, wy) =
0 for all wy,ws € RP.

There are still a few parameters which the problem in Equation (41) relies on: namely, the
intrinsic dimension d of the manifold and the partition of unity .

Estimating the local dimension. One such parameter is the intrinsic dimension d. Since d is
equivalently the number of basis vectors used to locally represent the data:

14
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The local dimension d is chosen such that each encoder layer is as sparse and efficient as possible.

This directly translates to finding the smallest d such that we can still locally reconstruct the data
up to a desired precision gy, > 0:

A~ ~

d=min d (43)
d>0
s.t. Recon(ci, l/Jo) < £dim- (44)

Here, since we have not configured a good partition of unity ¢ yet, we use another, “default”
partition of unity 1o: RP — R given by

Po(z) = e—7||9€—4v0||§ (45)

where v > 0 is a scale parameter which is set as a hyperparameter to the algorithm. Heuristically
it controls the radius about x( for which we expect the dataset X to have samples in every intrinsic
direction; we should think of this radius as proportional to 7*1/ 2 as per our previous discussion.

This optimization is in similar spirit to fixed-rank approaches to low-rank matrix completion,
such as ALS (Takdcs and Tikk, 2012) and Riemannian methods (Vandereycken, 2013), where we
can adaptively choose the dimension d at each point zg by finding the minimal d such that the
optimization problem in Equation (41) achieves some desired threshold loss egip-

Indeed, d is designed to model the intrinsic dimension of M, since any local flattening of lower
dimension would collapse a direction in the tangent space and thus not be locally invertible. Since
in practice we expect d < D, we can afford to solve Equation (43) by iteratively solving Equa-
tion (41) from d = 1 upwards. Further, since theoretically d should be the same at every zo € M,
we can start the search at the next iterate from the previous estimate d to save time.

Learning a good partition of unity. Once we estimate the dimension CZ, the only parameter
left is the choice of A in the partition of unity, i.e.,

b(x) = ha(z) = e Alewollz, (46)

Again, we know that A=/ is proportional to the radius of our partition, which is really the radius
of the neighborhood in which our quadratic model approximately holds.

In similar spirit to d, we choose A to make the individual layer as effective as possible, by
maximizing the radius of the partition and thus the affected radius of the layer:

1/2

The radius parameter \=Y/2 is chosen such that each encoder layer is as productive as possible.

While d is optimized to use the fewest number of parameters within an individual layer (analogous
to network width), A is chosen to minimize the number of needed layers (analogous to network depth)
by ensuring each layer makes as much progress towards a flattening as possible. Analogously to d,
then, we can formalize the above statement into a constrained optimization problem:

A=inf A (47)
A>0
s.t. Recon(cf, Y3) < epou. (48)

Since Recon(cZ, 1) is a monotonic function with respect to A (and the monotonicity is non-strict
only if Recon(d,v5) = 0), if we define

¢()\) = Recon(d, V5) (49)
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then the above optimization problem amounts to computing

A ="} (epou). (50)

Since / is a function from R to R, its inversion can be efficiently computed by e.g. the secant
method.

One issue with naively implementing this optimization is that we only have finite samples X
from M. Thus there is a smallest radius (largest 5\) such that, for any smaller radii, there are not
enough points in X which are at most this distance to xo to make the problem in Equation (41)
well-conditioned. Thus, we introduce another hyperparameter Ay.x which controls the maximum
permissible value of A. The optimization problem becomes

s.t. Recon(d, 1/)5\) < epou- (52)

Similarly to before, we can exploit the monotonicity property of 15 to obtain

5\ = min{)\max,ﬁ_l(epoU)}. (53)

The issue is that if £~ (epoy) > Amax = \ then we do not have Recon(ci, ¥5) < epou- To fix this,
we amend the partition of unity with a multiplicative constant:

P (x) = 15 (x) = min {amx, ;ij } . e Ale=aoll; (54)

where amax € (0, 1] is a user-set hyperparameter which controls the smoothness of the boundary of
the partition of unity created by the flattening procedure in each step; in particular, if amax = 1,
then non-smooth cusps appear in the flattening procedure, so we usually take apmax < 1.

A full description of the algorithm. With all these details, we are ready to compose a full
description of the algorithm. At each iteration, we estimate the local dimension, compute a good
partition of unity, estimate the local mean, tangent space, and second fundamental form, and
compose our local flattening map, then we glue it with a partition of unity to get a global flattening
map. Finally, we compute its inverse, the global reconstruction map, and append them to our
multi-layer flattening and reconstruction maps, iteratively forming the Flattening Network.

More formally, we propose the following algorithm for training Flattening Networks (FlatNets):
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Algorithm 1 Construction of FlatNet.

1: function FLATNETCONSTRUCTION(X, L, £4im, 7Y, EPOU; Amaxs ¥max)
2: Initialize @pet, Pnet ¢ idgp

3: for ¢ € [L] do

4 Sample a random point g € X

5

7, Estimate the local dimension

6: Define ¢g: x — e~ llz—oll3 > Equation (45)
Compute d < min{d € [D]: Recon(d, ¢o) < €dim } > FEquations (43) and (44)
% Compute the partition of unity
9: For each A, define ¢5: = e Mlz—=oll3 > Equation (46)
10: Define £: A — Recon(d, ¥35) > FEquation (49)
11: Compute A <+ min{Amax, £~ (epov)} > Equation (50)
12: Define ¢ :  — min {amax, \/SPOU/E(X)} - e~ Mlz—aoll3 > Equation (54)
13:
% Estimate the local average, tangent space, and second fundamental form
N . .
14: Compute T, < w > Equation (35)
o Zi:1 @Z)(%) R
15: Compute U,V <« solutions of Recon(d, ) > Equation (41)
16:
% Compute local and global flattening maps and and global reconstruction
map
17: Define ¢ioc: @+ UU T (2 — &) + e > Equation (9)
18: Define ¢: z — (x)droc(x) + (1 — ¢(x))x > Equation (16)
19: Compute ¢ such that £(¢(x)) = (z) for all z € RP > Theorem 7
20: Define p: z +— z + £(2 (mo —UU (w0 — &e) + & + V(UU T (2 — 20), UU T (2 — .CE()))) > Fqua-
tion (33)
21:
% Compose with previous layers
22: Redefine ¢pet < ¢ 0 Ppet
23: Redefine ppet < pnet © p
24: [ return ¢neta Pnet

In Appendix E.1, we show that Flattening Networks meet the scalability requirements detailed
in Section 1.1.

5. Algorithm intuition and convergence analysis

In this section, we provide the reader with some understandings and interpretations of the presented
Algorithm 1.

5.1 Network diagram

Recall that our method builds a flattening pair ¢pet, pnet by repeatedly constructing and composing
forward and backwards maps: ¢net = ¢, 0 -+ 0 @1 and ppet = p1 0 - - © pr, where each layer pair
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Figure 5: Network diagrams for each individual layer pair, with the encoder ¢, : RP? — RP de-
picted on the top and the decoder p, : RP? — RP depicted on the bottom. Note the
encoder’s structure resembles a multi-layer percepton layer with a residual connection;
here though, the depicted sum is not a plain sum, but a weighed sum based on the Boltz-
mann distribution ¢(x). We have omitted the bias terms that arise from constants in
the expressions of ¢, p. Note that in generalizing this framework, Il;;y can be replaced
with any local, interpretable model of the data.

o¢, pe takes the following form:

() = Y(@)(UU " (2 — zc) + @) + (1 = ¥(2))z, (55)
= Y(@)(UU & + (I = UU "ze) + (1 — (), (56)

pe(2) =z +£&(2) (a;o — Pr, Mz {20} + %V(PTIOM{Z —xo}, Pr,,m{z — xo})) , (57)

d d
=24€602) | (T -UU) (20 — z¢) —i—%ZZvﬂg (uj, z — o) (ug, z — xo) | , (58)
7j=1 k=1

where U € RP*? with UTU =1, V € RP*¥xd 35 ¢ X, ¢(z) = ae~e=20l3 for algorithmically
N
M, and £(z) is the computed scalar function such that £(¢(x)) =

>iny (i)
¥(x). These maps are graphically depicted in Figure 5.

chosen a,v > 0, x. =

5.2 What does each iteration look like?

To build some intuition for what each iteration of the network construction algorithm is doing, in
Figure 6 we provide an example run of the algorithm on data sampled from a three-quarters-circle
curve, and graph the output of the flattening map ¢cc after 0, 20, 40, 60, and 80 layers have been

18



REPRESENTATION LEARNING VIA MANIFOLD MANIPULATION

constructed. More formally, let ¢1., be the flattening map composed of the first ¢ layers of ¢cc.
Then define

Xo = ¢1.4(X) (59)

Mg = d1.0(M). (60)

Note that we build layers of a FlatNet in a “closed-loop fashion” (Ma et al., 2022): the directions
to flatten the data manifold M, i.e., the estimator of the tangent space used by each individual

layer of ¢cc, are only determined by repeatedly going back to the data through the corresponding
reconstruction map and finding the optimal flattening direction.

(a) M (b) ./\/lgo (C) M40 (d) Meo (e) Mgo

Figure 6: Plots of samples from the manifolds My after a given number of layers k& have been
constructed. Note that the flattening is not isometric, so some intrinsic distortion is
expected. However, this distortion is controlled by the requirement of each flattening to
be invertible.

5.3 Convergence analysis

A complete convergence proof is outside of the scope of this paper, as proving a full theorem
for convergence would require utilizing structure from the sampling size and density, noise level,
structure of M (something akin to low-curvature), and more. We leave a complete theorem to
future work.

However, there are still many theoretical ideas for convergence that both illuminate the design
choices for our architecture and characterize typical optimization behaviors: namely, what does
hitting bad/good local minima look like. To this end, we give theoretical formality to the conver-
gence of our main algorithm. We first detail the proper “norm” to use when detailing how close a
manifold along the algorithm’s process My to converging. We then give an outline for a conver-
gence theorem using the proposed norm, characterizing both why we expect our main algorithm to
converge to a good minimum and what happens when a bad local minimum is hit.

A potential function for convergence. Recall from Figure 4 that we use the difference between
the convex hull conv(M) and the manifold M itself to heuristically measure how close M is to
being flattened. Thus, we can first design a scalar-valued potential function H that measures the
difference between conv(M) and M. For the sake of simplicity, we use the well-studied Hausdorff
metric (Birsan and Tiba, 2005) between M and conv(M), which, since M C conv(M) and M is
compact, reduces to the following:

- : _
HOM) = x| iy flo =2, (61)

Now the following are equivalent:

o H(M) =0;
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e M = conv(M);
e the second fundamental form of M is identically 0;

and the last definition shows that H is a metric determining how non-flat a manifold is. However,
such a potential function does not reveal anything about the convergence of Algorithm 1, since
there exist manifolds such that M C T, M at all z € M but still have extrinsic. Such tangent
space-contained manifolds M are “fixed points” of Algorithm 1 in the sense that any constructed
flattening maps will evaluate to the identity, but M is not convex or flat. We then shift our
potential function in a manner that more closely resembles Algorithm 1, i.e., measuring convexity
of local subsets of a fixed radius n > 0:

QM) = /t M’H(./\/l N By(z)) dz, (62)
where int, M = {x € M: bd M N B,(z) = 0}. (63)

If H(M) = 0, then H(M N By(z)) = 0 at each = ensures that the tangent space T, M doesn’t
change locally, and thus T, M cannot change globally, but M does not necessarily have to be
convex. We can finally discretize the integral into a finite sum over the dataset X:

n

Qp(M) =D H(M N By(s)). (64)

=1

The role of 77 becomes more apparent in the above formulation: if X" is an n-cover for M (see The-
orem 2), then Q,(M) = 0 implies M C T, M for all € M, and thus implies a good convergence
property for Algorithm 1.

Convergence analysis via modelable radius. While X, and M, are obviously important
quantities to track for convergence, we present one more quantity of interest. Let rg¢.(x) > 0 be
the maximum radius r around x such that M, is modelable by a quadratic around z of radius r
with at most € error:

ma ma —zll, <e 65
ma  max ly — 2]y < (65)
ly—zlly<r lz—2||, <7

where Q is a local quadratic model given by Equation (1) for some proposed tangent space TeM;, C
RP of dimension d and second fundamental form I,: T, M x TuM — N, M. If no such upper
bound exists, we say g ¢.(x) = oo.

In particular, rg ¢ plays a crucial role in studying the convergence of Algorithm 1, as it com-
pletely characterizes whether or not we converge to a good or bad fixed point. This idea can be
expressed concretely by the following dichotomy:

1. Suppose that M, C T, M, for some ¢ € N, thus halting Algorithm 1 at a good fixed
point. Then rg-(¢e(z;)) = oo for all i € [N] by setting II,, = 0, and thus the sequence
(rQ,e,e(¢¢(24)))een has no upper bound for any i € [N].

2. Suppose on the contrary there exists some point z; € X such that the sequence (rg ¢« (¢¢()))een
has an upper bound. Thus, M, ¢ Ty, My for all £ € [L], and z; € X. Then if M, reaches
a fixed point at some timestep t, there must exist some x; such that rqg..(¢¢(z;)) < n,
since otherwise there exists an atlas of M; where each chart/neighborhood is completely flat,
contradicting the statement that M, € T, M,.
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From the above dichotomy, we see the role of rg.: this quantity will diverge if Algorithm 1
converges to a good local minimum, and converge below the “threshold level” 7 if a bad local minima
is reached. However, the above analysis still assumes that Algorithm 1 converges. Extending
beyond this assumption is feasible, but requires detailed numerical analysis to account for the
specific problem structure. The following is a dichotomy on the trajectory (My)sen that does not
require assumptions on convergence:

1. Suppose that for some ¢ € Z and x; € X, we have g .(¢i(x;)) < n for all ¢ > £. Then
Algorithm 1 either does not converge or converges to a local minima where M, € T, M.

2. Suppose that for all £ € Z and x; € X, there exists ¢t > £ such that rg . (¢¢(x;)) > n. Then
Algorithm 1 can always make some progress on every x; at iteration ¢.

Formalizing the above “progress” into positive progress via limy_, Q(./\/lg) = 0 is the main
missing ingredient for a full convergence theorem. While it is clear that an iteration of Algorithm 1
at point x; decreases the component of Q,(M,) coming from z; in Equation (64), namely H (M, N
By (¢¢(x4))), it’s not clear that the amount this iteration inadvertently increases H(M ;N By (¢¢(x5)))
for other z; € X would not lead to an overall increase in Qn(./\/l ¢). Proving this relation requires
careful analytical work on the global structure of M and X', which we leave for future work.

6. Experiments

To evaluate our method, we test our Flattening Networks (FlatNet) on synthetic low-dimensional
manifold data, randomly generated high-dimensional manifolds generated by Gaussian processes
(Lahiri et al., 2016; Lawrence and Hyvérinen, 2005), and popular real-world imagery datasets. The
following are experimental observations that set our method apart from what is currently available:

1. There is no need to select the intrinsic dimension d, as this is automatically learned from
the data using (43). This is in contrast to neural network-based representation learners,
e.g. variational autoencoders (Kingma and Welling, 2013), which need a feature dimension
selection beforehand, or many manifold learning methods that need an intrinsic dimension
specified. This is important for practical data manifolds, since the intrinsic dimension of the
underlying data manifold is hardly ever known.

2. There is no need to select a stopping time, as our convexifying geometric flow converges once
the learned representation is already flat.

3. Learned manifolds from noisy data are smooth, as depicted in figures in Section 6.1. This is
likewise important for practical data manifolds, as samples have off-manifold noise.

Code for both FlatNet itself and the below experiments is publicly available!.

6.1 Low-dimensional manifold data

We test on three types of low-dimensional manifolds:
e Data sampled from a (noisy) sine wave,

e Data sampled from a Gaussian process manifold (Lahiri et al., 2016; Lawrence and Hyvérinen,
2005) with intrinsic dimension d = 1 in Euclidean space of extrinsic dimension D = 2,

1. https://github.com/michael-psenka/manifold-linearization
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(a) Converged result of our algorithm on (b) Tangent space estimation performance
noisy sine wave data compared to local PCA on sine wave data

Figure 7: Results of FlatNet on data sampled uniformly from the graph of a sine wave embedded
in R2. In the left figure: the blue points are the training data X, the red points are the
flattened data Z, and the green line is the reconstruction of interpolated points Xiest.-
On the right, each double sided arrow is a tangent space: black is ground truth, green is
our estimation method, and red is local PCA.

e and data sampled from a Gaussian process manifold with d = 2 and D = 3.

Since the Gaussian process manifold data generation process is not clear at first glance, we describe
it here. We first lay out N vectors of intrinsic coordinates in a matrix C' € R4N; in our experiments,
these are uniformly generated. Then for each i € {1,...,D}, we set up a correlation matrix
¥; € RVXYN whose coordinates (;)pq = %e‘pm/Q, where L; > 0 is a hyperparameter (set to be 1
in our quantitative experiments) and ppq = ||c, — ¢4 |3, where ¢, and ¢, are the columns of C. Then
the i*h row of X (i.e. the i*® coordinate of all datapoints, a vector in RY) is sampled (independently
of all other rows) from the Gaussian N'(Oy,X;). Repeating this for all i € {1,..., D} obtains the
full data matrix X = [a:l a:N] e RPXN,
We measure the performance of our algorithm in a few ways.

e Given data X € RP*N we can plot the features Z = ¢net(X) € RP*N and reconstructions
X = Pnet(Z) € RPXN " Then the features Z should form an affine subspace and the recon-
structions X should be close to X sample-wise. In order to understand how our method
generalizes, we may linearly interpolate between pairs of features in Z to get a large new
matrix Ziest € RP*M for M > N, then reconstruct that as Xtest = pnet(Ztest) € RD*M

Ultimately, we plot X, Z, and Xtest.

e If we know an explicit formula for the ground truth curve that generates the data, we may
compute the tangent space at each point. We may thus evaluate how close our tangent space
estimator used in the algorithm is to the ground truth tangent space. We do this by plotting
both the estimated tangent space and the true tangent space; they should greatly overlap.

In Figure 7, we demonstrate the performance of our algorithm FlatNet on data generated from
the graph of a (noisy) sine wave. More precisely, set N = 50, D = 2, d = 1, and M = 5000. In
the left figure we test linearization, reconstruction, and generalization, while in the right figure we
demonstrate tangent space estimation.
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In Figure 8, we demonstrate the performance of our algorithm FlatNet on data generated on a
manifold constructed via Gaussian processes (Lahiri et al., 2016; Lawrence and Hyvérinen, 2005).
Note that for such manifolds, we do not know ground truth tangent spaces, so we constrain our
experiments to demonstrating reconstruction and generalization performance. We set N = 50, D =
2,d =1, and M = 5000 like before. We compare the reconstruction and generalization performance
of FlatNet against three types of variational autoencoders (VAEs): (1) the vanilla VAE (Kingma
and Welling, 2013), (2) 8-VAE (5 = 4) (Higgins et al., 2017), and (3) FactorVAE (v = 30) (Kim and
Mnih, 2018). Each VAE encoder and decoder is a 5 layer multi-layer perceptron, with dimension
100 at each layer, and latent dimension d = 1. Each VAE is trained for 100 epochs with Adam
optimizer and 1073 learning rate. The experiment demonstrates that FlatNet is convincingly better
at learning to reconstruct low-dimensional structures, and has better generalization performance,
than the VAEs we compare against.

In Figure 9, we demonstrate the performance of FlatNet on data generated on a manifold
constructed via Gaussian processes as before. This time, we set N =50, D =3, d =2, and M =
5000. We do the same comparisons to VAEs as before; this time the VAEs have latent dimension
d = 2. The experiment again demonstrates that FlatNet is better at learning to reconstruct low-
dimensional structures and has better generalization performance.

6.2 High-dimensional manifold data

In this section we test our algorithm on random Gaussian process manifolds (Lahiri et al., 2016;
Lawrence and Hyvérinen, 2005) of varying intrinsic dimension d in extrinsic dimension D = 100
Euclidean space. We typically use N = 1000.

There are two quantitative ways we measure the performance of FlatNet in high dimensions:
reconstruction quality and ability to estimate the dimension of the manifold. Note that the latter
is essentially trivial in the low dimensional regime, yet in the high-dimensional regime it can be
thought of as a rough certificate for the accuracy of each local flattening iteration.

In Figure 10, we empirically evaluate the reconstruction error on our finite samples {z1,...,zyx}
as
N
reconstruction error & N Z |z — 2|3, where Zi = pnet(Pnet (x5)). (66)
i=1

We estimate the error across 3 trials of the experiment, and plot the mean curve and standard devia-
tion, for each d € {5,10,15,20}. We compare against FactorVAE, which has the same configuration
as previously discussed except for the latent dimension which is set to d.? Overall, the experiment
demonstrates again that FlatNet is convincingly better at learning to reconstruct low-dimensional
structures than the VAEs we compare against.

In Figure 11, we empirically evaluate the dimension estimation capability. Given a trained
FlatNet encoder and decoder, we estimate the global intrinsic dimension of M using the follow-
ing procedure. Each iteration ¢ of the training process estimated an intrinsic local dimension
d, for some neighborhood of the manifold; to estimate the global dimension we simply compute
d= mode(dg: ¢ € [L]), i.e., the most commonly estimated local dimension. We estimate the intrin-
sic dimension across 3 trials of the experiment, and plot the mean curve and standard deviation, for
each d € {5,10,15,20}. We compare with the popular intrinsic dimension estimation algorithms
MLE (Levina and Bickel, 2004a) and TwoNN (Facco et al., 2017). Overall, the experiment demon-

2. We also compared against the vanilla VAE and 8-VAE, but those had nearly identical performance to FactorVAE
and so are omitted from the chart for visual clarity.
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Figure 8: Results of FlatNet contrasted with VAE, 5-VAE, and FactorVAE. Data is N = 50 points
sampled from a random d = 1 dimensional Gaussian process manifold in R” = R2. Note
that FactorVAE completely degenerates on the low-dimensional data structure, while the
other two VAEs clearly do not perform as well as FlatNet.
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Figure 9: Results of FlatNet contrasted with VAE, 5-VAE, and FactorVAE. Data is N = 50 points
sampled from a random d = 2-dimensional Gaussian process manifold in RP = R3.
Again, FlatNet learns to reconstruct and generalize much better than the VAEs we test
againt. Also, the feature space for FlatNet is really a 2-dimensional affine subspace,
as desired; this would be clear after rotating the figure. Tools to perform interactive
visualization are present in the attached code.
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Figure 10: Reconstruction error of FlatNet and FactorVAE. Data is N = 1000 points sampled
from a random d € {5, 10, 15,20} dimensional Gaussian process manifold in R” = R09,
Error margins are 1 standard deviation across 3 trials.

strates that FlatNet is competitive with the state of the art at dimension estimation, even when
not explicitly designed for this task.

6.3 Real-world imagery data

Real-world imagery data such as MNIST tend to lie on high-curvature or non-differentiable patho-
logical manifolds (Wakin et al., 2005). In order to make such data tractable for the use of FlatNet,
we use the (vectorized) Fourier transform of the image, say F{x;}, instead of the image z; it-
self, as the input to FlatNet, where it becomes easier to smooth out domain transformations (e.g.
convolution with a Gaussian kernel).

We begin with a constructed manifold from MNIST to visualize how well FlatNet recovers
intrinsic features from 2D vision data. To this end, we take a single image from MNIST, and
both rotate it by various angles and translate it along the y-axis by various amounts. The result
is a 2-dimensional manifold embedded in pixel space (here, D = 32 x 32 = 1024). In Figure 12,
we present the results of running FlatNet on the constructed manifold, with both the features it
recovers and reconstruction accuracy.

We now move to the original MNIST dataset. In Figure 13, we demonstrate the empirical
reconstruction performance of FlatNet on MNIST data. Notice that the reconstruction is not
pixel-wise perfectly accurate; the reconstructed samples appear closer to an archetype of the digit
than the original image. This example hints that the encoder function ¢, naturally compresses
semantically non-meaningful aspects of the input image, which is a useful property for encoders.

In Figure 14, we demonstrate that the feature space of FlatNet is linear in that it corresponds
to an affine subspace. In particular, we demonstrate that linear interpolation in feature space
corresponds to semantic interpolation in image space.

In Figure 15, we demonstrate that we can sample from the linear (structured) feature space to
generate semantically meaningful data in image space.
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Figure 11: Global intrinsic dimension estimation of FlatNet, MLE, and TwoNN. Data is N = 1000
points sampled from a random d € {5, 10, 15,20} dimensional Gaussian process manifold
in RP = R'%, Error margins are +1 standard deviation across 3 trials.
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Figure 15: Sampling using FlatNet: & = F {p.c(2)} where z is a Gaussian random variable
supported on the affine subspace ¢net(F{M}).

{

6.4 Low-dimensional counterexamples

We present two low-dimensional counterexamples to show potential limitations of the method, as
well as what the algorithm looks like when it hits a failure mode. We present two illustrative
results.

Closed circle. The first is data sampled from a closed curve, a circle, with noise. This represents
a manifold that is not even theoretically flattenable. While this represents a theoretical boundary
for FlatNet, note that any continuous autoencoding pair, regardless of the model, likewise cannot
flatten these manifolds. See Figure 16 for a visualization on how FlatNet behaves on such manifolds:
it will start to form flat patches until it cusps and is not flattenable or modelable anymore.
Unaugmented Swiss roll. The second is data sampled from the “Swiss roll” dataset. While this
manifold is theoretically flattenable, it is quite “crammed” in its ambient space: not only is it a
hypersurface (d = D — 1), its self-inward curling makes compression-based flattening methods like
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Figure 12: Results of FlatNet on the following manifold: a base point is selected from MNIST (here
a “7”), and various y-transations between [-7, 7] pixels and rotations between [-30, 30]
degrees. The representation from FlatNet was run until convergence: it determined the
dataset was of dimension 2 automatically. Note that while the features look distorted
compared to the intrinsic features, FlatNet learns a representation that is relatively
smoothly deformable into the canonical coordinates. However, the PCA representation
obtained from taking the top two principal components (which requires knowledge of
d = 2 a-priori), yields a “tangled” representation: mapping the PCA representation

back into the intrinsic coordinates would require a more complex function.
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Figure 14: Comparison of interpolation: FlatNet (top), i.e., # = F = puet(0dmet (F{z1}) + (1 —
0)pnet (F{x2}))}, versus linear interpolation (bottom), i.e., & = 0x1 + (1 — 0)x,.
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Figure 16: Plots of resulting features ¢1.0(X) through the first ¢ layers of the flattening map ¢pet,
for data sampled from a noisy circle. We observe denoising of the dataset onto a closed
curve which oscillates but ultimately does not converge to a linear representation.

FlatNet fold the manifold into itself before. If FlatNet is run on the pure Swiss roll, it runs into
the same problems as the closed circle: it quickly cannot make any invertible flattening progress,
and thus halts without changing the manifold much at all.

However, if a simple nonlinear feature is appended ((z1, 72, 23) — (21, 72,23, 2% + 23)), then
FlatNet is able to both efficiently flatten the manifold and give an approximate reconstruction.
While the approximate reconstruction has noticeable differences from the original manifold®, the
learned features correspond closely to the intrinsic coordinates that generated the Swiss roll dataset.
See Figure 17 for plots of the results.

7. Conclusion and future work

In this work, we propose a computationally tractable algorithm for flattening data manifolds, and
in particular generating an autoencoding pair in a forward fashion. Of primary benefit for this
methodology is the automation of network design: the network’s width and height for example are
both chosen automatically to be as minimal as possible. For researchers training a new autoencoder
model from scratch, this can pose a large practical benefit.

3. As we are also forcing the reconstruction to fit the artificially constructed feature x4 = =+ 1% + x%, we can expect
a decrease in the reconstruction quality as a cost for easier flattening.
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Figure 17: Plots of (a) the Swiss roll dataset (N = 3000), (b) the learned features after a con-
verged FlatNet flattening, and (c) the learned reconstruction from the FlatNet. Note
the reconstruction suffers from the same compounding errors problem near the bound-
ary of the manifold, akin to the sine wave example depicted in Figure 7. However,
the representations learned by FlatNet are noticeably close to the original generating
coordinates.

There is still a lot of room for future work. Our work focuses on the local autoencoding problem
for simplicity, but we see the problems of this approach experimentally through the accumulation
of the small, local errors through the global map. There are many potential ways one could modify
our approach to learn and correct the autoencoder’s layers based on the global error. Further, the
geometric model for real-world data can be improved and modernized. Outside of the flattenability
assumptions (which excludes any closed loops in the manifold, like for example rotation groups
for computer vision), it is still a strong assumption that the entire dataset is a single, connected
manifold of a single dimension. One common example is a “multiple manifolds hypothesis” (Brown
et al., 2022; Vidal et al., 2005; Yu et al., 2020), but there is still more work to do for a geometric
model that captures realistic, hierarchical structures. Nonetheless, we feel the presented work
builds grounds for geometric-based learning methods in more practical environments which scale
with modern data requirements.
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A. Additional experiments

We provide below additional figures to help the reader visualize the performance of FlatNet.
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Figure 18: Intrinsic distortion of FactorVAE vs. FlatNet (brighter picture is better), on a random
manifold of embedding dimension D = 100, intrinsic dimension d = 10, and training
set size N = 6000. We measure the distortion rate by the elementwise ratio of matrices
EDM(¢net(X))/EDM(C), where EDM(-) € RV*¥ is the Euclidean distance matrix of
a matrix of samples, X € RP*N is the training data, and C € R¥ are the intrinsic
coordinates that generated X. Depicted results are scaled by the maximum of the EDM
ratio.

We also test the intrinsic distortion of FactorVAE of a random manifold over various stopping
times (Figure 19).

B. Differential geometry overview

For the sake of being self-contained, we give a brief introduction to some fundamental definitions
and constructs in differential geometry needed for this paper. These definitions are not meant
to be mathematically complete, but communicate the main ideas used in this paper. Please see
the appendix for a more detailed overview, and see Boumal (2020); Lee (2012, 2018) for further
introductions to differential geometry and embedded submanifolds.

B.1 Embedded submanifolds

While general differential geometry studies general manifolds, our focus for this paper are manifolds
that pertain to the manifold hypothesis; that is, lower dimensional manifolds explicitly embedded
in higher-dimensional Euclidean spaces. The following is a typical definition for such manifolds:

Definition 9. An embedded submanifold (or a manifold) M is a subset of some Euclidean space
RP such that for every x € M, there is some nonempty neighborhood N.(x) = M N B.(x) that is
diffeomorphic with a subset of R%. The integer d is called the dimension of the manifold, denoted
dim(M).

Intuitively, a an embedded submanifold is a continuous structure that is at every point locally
invertible to a d-dimensional vector representation. For this paper, we will further require manifolds
to be smooth in order to discuss geodesics and curvature. Please see Lee (2012) for a comprehensive
definition.
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Figure 19: Intrinsic distortion of FactorVAE, on a random manifold of embedding dimension D =
100, intrinsic dimension d = 4, and training set size N = 300. We also observed similar
performance with BetaVAE and VanillaVAE.

B.2 Tangent space, extrinsic curvature

Akin to how smooth functions can be locally approximated by a linear function via its derivative,
smooth manifolds can be locally approximated by a linear subspace using its tangent space; this
is a construct commonly used in classical manifold learning. There are many ways to define the
tangent space; we provide one here.

Definition 10. Let M C RP be a manifold of dimension d, and x € M. The tangent space at x,
denoted T, M 1is defined as the collection of all velocity vectors of smooth curves v on M from x:

T, M = {iv(o)

v [O,l]—)M,’y(O):x}. (67)

This is a linear space of dimension d, and we call its orthogonal compliment N,M = {v |
(v,w) =0 forall w € T,M} the normal space. Thus Ty M encodes a linear approximation to local
movement around z on the manifold.

We now introduce curvature. Recall that for smooth functions, if the derivative is constant
everywhere, i.e. % (z) = ¢ for some ¢, then f is a globally linear function. We can equivalently
conclude this if % f(x) = 0 everywhere. If the tangent space is analogous to the derivative, then
the extrinsic curvature is analogous to the second derivative, and heuristically measures how much
the tangent space is changing locally. There are again many definitions of extrinsic curvature, and
one commonly used definition is through the second fundamental form:

Definition 11. Let M C RP be a manifold of dimension d, and = € M. The second fundamental
form at x, denoted 1., is the bilinear map U, : T, M x T,M — N, M defined as the following:

I, (v,w) = DyPr pm{w}, (68)
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where Pr,ar is the orthogonal projector from R onto T, M, and D, Pr, p{w} is the differential of
the base point x along v.

Please see (Boumal, 2020, eq. (5.37)) for a more complete and rigorous version of the above
definition. Intuitively, II, measures how much the tangent space changes locally. Indeed, if I, is
identically 0 everywhere on M, then the tangent space T, M doesn’t change anywhere, and M is a
globally linear subspace of dimension d. This motivates our use of II to characterize the nonlinearity
of a manifold M, and motivates our definition of flatness and the following immediate corollary:

Definition 12. A manifold M C RP is said to be flat if I,(v,w) = 0 for all x+ € M and all
v,we T, M.

Corollary 13. If a manifold M C RP of dimension d is flat, then M is globally contained within
an affine subspace of dimension d, i.e., M C T,M + x for any x € M.

Finally, we introduce geodesics. One primary challenge of nonlinear datasets is the inability to
interpolate via convex interpolation; indeed, for manifolds, the linear chord ~(¢) = (1 —t)z + ty for
x,y € M rarely stays in the manifold for all ¢ € [0, 1]. While there are typically many interpolations
~(t) between x and y that stay within M, there is at most one that minimizes the path length: this
is called the geodesic between x and y.

Definition 14. Let M C RP be a manifold of dimension d. For any two x,y € M, if there exists
a smooth curve v : [0,1] — M such that v(0) = x and y(1) = y, the geodesic between x and y is
the interpolating curve of minimal arc length:

1
v* = argmin /
~v:[0,1]-M JO
Y(0)=z,y(1)=y
For this paper, we assume for all manifolds M that all pairs of points have geodesics between
them; this is akin to assuming the manifold is connected.

d

—(1)

dt. 69
pr (69)

2

C. Geometric flows for manifold flattening

We now draw a relation between Algorithm 1 and a more traditional methods of manifold flattening:
geometric flows. A common practice in differential geometry for manifold manipulation is to define
a differential equation and study the evolution of M through the corresponding dynamics. Such
equations are often called geometric evolution equations, or geometric flows, and are typically
designed to evolve complicated manifolds into simpler, more uniform ones. They are responsible
for some powerful geometric theorems, such as the uniformization theorem, and are a heavily
studied area in differential geometry.

Arguably the most well-known of the geometric flows is the Ricci flow (Hamilton, 1982). While
commonly used in theoretical work, the Ricci flow is ill-suited for embedded submanifold flattening,
as it is an open problem as to whether a realization of the Ricci flow even exists in the embedding
space (Coll et al., 2020). There are also geometric flows that minimize extrinsic curvature (as
opposed to intrinsic curvature), such as the curve-shortening flow (Abresch and Langer, 1986) and
mean curvature flow (Huisken, 1984). While there is rich theory behind both of these flows, each
requires restricted settings which are non-ideal for data manifolds, with the former being defined
only on curves (d = 1) and the latter on hypersurfaces (d = D — 1).

In this section, we introduce a new geometric flow that is well-defined on general embedded
submanifolds of a Fuclidean space, thus extending to more realistic settings for data manifolds.
Our flow will flatten the input manifold M. The encoding map ¢cc: RP — RP we seek to learn
will then act on a point zp € RP by approximating the flow starting at z.
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C.1 Convexification flow

Recall from Theorem 6 that flatness and convexity are intimately connected. Thus, our flow focuses
on minimizing the volume of the difference between convex hull of the manifold and the manifold
itself. Accordingly, we call it the convexification flow.

We now discuss the mechanics of how the flow should behave. In order to compress M until
it becomes convex, it should point the velocity vector of all points g € M towards the boundary
0 conv(M). However, conv(,M) is challenging to compute in high dimensions (Erickson, 1996; Gale,
1963, Chp. 3), so the flow should only use local information that computes a direction from z
towards 0 conv(M).

Fix a smooth integrable function ¢: R” — [0, 1]. Recall that the local average over M, defined

Ay (o) = W (70)

is not necessarily contained in M, but when there is some nonzero curvature (i.e., the manifold is
not locally flat) it is contained in the set difference conv(M) \ M. Thus, it seems that we can use
local averages to direct the flow velocity towards the boundary of the convex hull.

More precisely, we define the following flow, which (as previously stated) we call the convexifi-
cation flow.

as

Definition 15 (Convexification Flow). Let xg € M. The trajectory under the convexification flow
z: [0,00) = RP of g is given by the initial value problem (IVP):

%x(t) =z(t) — z(t), (71)
z(0) = xo. (72)
Here Z(t) is a short-hand for the local average of x(t) at time t:
7(6) = Ay (a(1)), (73)
where M(t) is the transformation of the original manifold M under the flow until time t:
M(t) ={z(t) | eq. (71) holds for x on [0,t), z(0) € M}. (74)

Fix t > 0. Suppose that M(t) is convex. Then if z(¢) is in the interior M(%)°, we have
x(t) = z(t). This suggests that the above flow is stationary, or halts, whenever M(¢) is convex.
However, even if M(t) is convex, the equality Z(¢) = x(¢) does not necessarily hold on the boundary
OM(t). This phenomenon is important; as is the case with many unnormalized geometric flows,
this ODE will evolve M(t) into a singularity as ¢t — co. Thus, we need to normalize this flow.

C.2 Normalized convexification flow
Analyzing the cause of singularity in Equation (71), we see that fatal collapse only starts when

%m(t) points towards M (t) itself. This can be alleviated by restricting the velocity vector z(t) —x(t)

to belong to the normal space N, M(t) at 2(t). Thus, we define the following flow, which we call
the normalized convexification flow.

Definition 16 (Normalized Convexification Flow). Let xg € M. The trajectory under the normal-
ized convezification flow x: [0,00) — RP of zqg is given by the following IVP:

Calt) = Py saio (7(0) — 2(0), (75)
:E(O) = Xo. (76)
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Here P, mt) 8 the orthogonal projection operator onto the subspace Ny M(t), and Z(t) and
M(t) are defined analogously to before:

Z(t) = Ap (2(1)), (77)
M(t) = {z(t) | eq. (75) holds for x on [0,t), x(0) € M}. (78)

This flow does not completely avoid singularities; we resolve this issue shortly when we discretize
the flow, and in the next section when we make some algorithmic tweaks.

C.3 Discretizing the normalized convexification flow

We now show how to recover a simplified version of Algorithm 1 by discretizing the convexification
flow. Fix h > 0 to be our discretization interval, and let £ > 0 be a non-negative integer. From
here on, we will write z[k] to denote xz(kh), and similarly for  and M.

Let z: [0,00) — R evolve according to the normalized convexification flow in Equations (75)
and (76). Our discretization will write z[k + 1] = z((k + 1)h) (approximately) in terms of z[k] =
x(kh). We use a first-order Taylor approximation around z[k + 1]:

z[k+ 1] = z((k + 1)h) (79

)
~alkh) +1 | o) (50)
l‘(l{? ) + hPNz(kh)M kh {.T(kh) — Jl(kh)} 81
z[k] + hPNz[k]M[k] {z[k] — z[k]} 82

(81)
[ (82)
z[k] + h(idgo — Pr, ik ) {T[k] — =[k]} (83)
2| (84)
(85)
(86)

K+ halk] — halk] — hPr o wpgElK] + WPy s (k] 84
= (1 = h)z[k] + h(z[k] + Pr,, M[k]{w[k} z[k]}), 85
= (1 h)zlk 86

with exact equality achieved as h — 0. If we extend this step in Equation (86) to a neighborhood
around z[k], fixing the projector PTM] M(k|+z[k] With respect to the central point x[k], then Equa-

tion (86) matches the forward map defined in Equations (9) and (16); in particular, the quantity h
in Equation (86) corresponds to the partition of unity ¢ (z) in Equation (16).

D. Proofs

We provide below important proofs for theory included in the main body.

Proof of Theorem 6
As we are primarily studying the set ¢(M), we denote this manifold Z for brevity.

1. This comes as an immediate corollary to the following geometric lemma (Lee, 2018, Proposi-
tion 8.12):

Lemma 17. An embedded submanifold M C RP is flat if and only if the geodesics of M are
geodesics in the embedding space RP.

As the geodesics of Euclidean space are straight lines, it follows that the geodesics of Z are
likewise straight lines. Since h is smooth and M is compact and connected, it follows that

35



PSENKA, PAl, RAMAN, SASTRY, MA

Z is compact and connected, and each pair of points z1, z2 have a geodesic between them.
Thus, all point pairs 21, 20 € Z are connected by straight lines, making the set Z convex.

. This claim is proven in two parts: (a) Z2 C z+ T,Z for any z € Z, and (b) z; + T,, 2 =
29 + TZQZ for all 21,29 € Z.

Fix an arbitrary z € Z. As established in part 1, all pairs of points in Z are connected by a
geodesic, and all geodesics of Z are straight lines. Thus, all points 2’ € Z can be represented
as 2/ = z +tv for some t € R and v € T,Z, and it follows that Z C 2 + T, Z.

For the second claim, note that T,, Z = T,, Z for all pairs of points 21, 29 € Z, as the second
fundamental form is identically zero everywhere. Denoting the shared tangent space T,Z, it
then suffices to show that z; — 2z € T, Z for all 21,20 € Z. This is indeed the case, as the
geodesics of Z are of the form v(t) = z1 + (22 — 21), and 7/(0) = 23 — 2.

. The autoencoding property g(f(x)) = x for all x € M holds trivially from construction, so
what is left is to show is that there is no pair of functions f : RP? — RP and g : R? — RP
where ¢g(f(z)) =z for all z € M, and p < d.

Denote Df(x)[v] := lim_0 w, the differential of f at x along v. This notation is
used to emphasize that D f(z) is a linear map. The following chain rule holds (Boumal, 2020):
D(g o f)(x)[v] = Dg(f (x))[Df (z)[v]]. (87)

Using the autoencoding equality over M, and the fact that D(id)[v] = v, we get the following
equality for any fixed z € M:

Dg(f(2))[Df(2)]] = v, (88)
for any v € T, M. Since T, M is a linear space of dimension d, it follows that the composite

linear map Dg(f(z))[Df(x)[v]] must have rank of at least d. Since Df(x)[v] is a linear map
from RP to RP, this implies that p > d.

Proof of Lemma 7

Define ﬁz(x) = (1 - e—/\ze—/\x)2x7 PU+acc{Z} = UUT(Z - xc) + ¢, and (I - PU+CEC){Z} =

2z — Pu+ta.{z}. Since B,(x) is a strictly monotonically increasing function for z,z > 0 (product of
strictly monotonically increasing functions on positive input), 8.(z) is an invertible scalar function
for all = > 0. Denote = [Pual2}I3 = IIPvss {2} I3 and m = (I — Pua ) {zHE —
(1 — ()2 (I — Puse,){z}||3. Further notate the original norms vy = [Py {z}||3 and vy =
(I = Pyye){z}||3. Note that under this notation, 1(x) = e **1*%2) Since vy = 7y, we simply
need to find an equation for v from ny, 7.

2 = (1= ¢(2))*|( = Pua)zl3,
R
— (1 _ e—)\n1e—>\u2)2y2’

= Bm (VQ)'

Finally, we get the following equation for our partition of unity as a function of the output features

1Pv,zc 2346, )

P(z) =&(2) = ae”( nPU,xczng(“U*PU%)zH%)).

(93)
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Computing the above function amounts to inverting a scalar function, which reduces to scalar root-
finding. |

Proof of Proposition 8

1. For convenience, let o;; = <ﬂj, UUT(l‘Z — x0)> = (U, 2; — xo). We write

Ly(U,V) (94)
N
= @ [P OTT (i~ 20), 5T (w1 = w0) — (7 = OO — o). (95)
=1
L d d o 2
=< D (@)D 0D ity — (1= UU ) (2 — z0)| (96)
i=1 j=1 k=1 )

N d d
= %Zw(a:zf ou’ Zzaijaikﬁjk — (I - ﬁfJT) — 1z — Zzazﬂalkvjk ,

i=1 (jl k=1 J=lk=1 2

(97)
L o d d 2
=~ S @) T | YD asjantse (98)
i=1 j=1k=1 )
L& o d d 2
ty Do) (I =00 [ wi—w0— > > oy
i=1 j=1k=1 )
2
1 -~
> N Z ¢($1)2 (I - UUT) — 20 — Z Z az]azkvgk (99)
i=1 j=1k=1 )

with equality if and only if U0 (X0, ¥, ayaidsy) = 0 for all i € {1,..., N}, which
since U are full rank is true if and only if U (Z?:l Zgzl aijaikﬁjk> = 0.

2. This amounts to noticing the cost function £¢(1~] , V) can be written as a least squares prob-
lem, and accounting for trivial redundancy. We rewrite the formula of L, (U, V') here for

Ly(U,V) (100)
N
= & Y e [P0 (51— 00), 00 = 0)) — (1= OO i =), (a00)
i—1
L d d o 2
= N Zl[}(xif Z Zf)jk <Z~L]‘,xi — :L’0> (ﬂk,l’i — .CC()> — (I — UUT)(QZZ — LL’()) . (102)
i=1 =1 k=1 ,

Define B again as in the proposition statement: Bjj, = (u;,2; — xo) (Ux, x; — xo). We can

RNXd2

flatten out the last two indices to get a matrix A € , such that A; j1q.x = Biji. If we
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further stack the vectors 03, into a matrix My € ]RdQXD, where the (j +d- k)™ row is Ujk, and
a matrix C' € RV*P such that the i™ row of C'is (I — UU ")(z; — ). Then we can write
the following:

Lo(0.7) = D yan AM; = Dy Cl, (103)

RNXN

where Dy(,,) € is the diagonal matrix such that Dy )i = ¥(7;).

An important problem with the above formulation is that A will never be full rank, since
Biji = Biy;; this will lead to trivial duplicate entries in the rows of A. This is where the
proposition’s construction comes in: if we instead construct A’ € RV x5(@+d) guch that the
ith row IS only the flattened upper diagonal component of B; € R%*? and further modify
M. € Rz 3 (E+d)xD ¢ only contain upper-diagonal entries of the list v, scaling each off-
dlagonal entry by 2, then we can write the following;:

Ly(U, V)—||D¢ VA'M] — Dy Cl|%, (104)

where the matrix A’ can now feasibly be full column-rank. As the above is a standard least
squares problem, the solution M/ (and equivalently the solution for V) is unique only when

Dz A" is of full column-rank, which since 9 (2;) > 0 for all x; means V is unique only when
A’ is full rank.

3. Note that, using the notation of part 2., part 1. implies that A’Méff = 0. Since A’ is of
full column rank, this implies that MU = 0, which implies UTf)jk =0forall 1 <jk, <d.
Since any output of V is a linear combination of ¥jk, it follows that UTV(wl, wg) = 0 for all
w1, We € RP.

E. Algorithmic analysis

We provide here some algorithmic analysis to give the reader an idea for the computational burden
that computing FlatNet entails. While we currently do not have rigorous computational guarantees,
we can give ideas for scaling by providing critical point characterization, and time complexity of
computing the cost function (including all network evaluations).

E.1 Time complexity

To give the reader an idea of how FlatNet scales with data size and complexity, we provide some
basic asymptotic time complexity analysis on the main bottleneck computation for constructing
a FlatNet pair f,g: the optimization in eq. (40). The following theorem encapsulates this time
complexity analysis:

Theorem 18. The loss function given in eq. (40) of the main body can be computed in O(N Dd?)
flops.

Proof For reference, the cost function in question is the following:

2

N d d
Lo(0.V) = ;IZ Z; iy, s — ) (i i — 20) — (I =TT ) (s —x0)|| . (105)
- - 2
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The outer sum’s size of eq. (105) will be at most N, so we can incur an O(N) cost and focus
our analysis on the summand for fixed z € X:

2

d d
ZZ g (g, 5 — 0) (g, 2 — w0) — (I = TU ") (w5 — 0) (106)
Since U € RP*4 UT (z;—x0) is computable in O(Dd) flops, and the subsequent multiplication of
U requires another O(Dd) flops. Thus, (I UU ") (x; — x0) is computable in O(Dd) multiplications.
For the remaining double sum Z] 1 Zk 1 Uik (g, x; — o) (Uk, x; — o), we can reduce to a single
summand as before and incur a cost of O(d?), reducing time complexity analysis to the following:

ijk <1~Lj, Ty — CL‘0> <Z~Lk, Xr; — I‘0> (107)

Since (@, z; — o) have already been computed from U (z; — ) and @, € R, the resulting
expression requires O(D) multiplications to compute. Thus, eq. (106) requires O(Dd?) flops to com-
pute. The last uncomputed operation is the final L? norm of the D-dimensional difference vector,
which requires O(D) flops. Finally, the overall computation takes O(N(Dd?+ Dd+ D)) = O(N Dd?)
flops. |
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