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Abstract

The objective of my project was to analyze how adding timeydsid packet loss will alter the second-
order input signal after it has travelled from the digital ooller across the wired control network

system to the plant output. The study was conducted usingateefsedback UDP network control

system that was created by using software implementation.plEme and controller programs were

written with the use of socket programming in Java, and thenarmmg were compiled and run by remote
accessing into two nodes. The nodes were part of the networlotpes that were created in experi-

ments in the DETER Network Security Testbed at UC Berkelepgldsita that was collected from the
experiments, the magnitude of the plant output was plotted towe, and the graph results that were
obtained allowed for comparative analysis between the idadtputput in an idealized network that
had no added packet loss or time delay parameters with the platput from an imperfect network that
had additional network security vulnerabilities. The résutom this paper contribute to data that is
being collected in understanding how time delay and padss Will affect a state-feedback signal of
UDP packets that has gone through an internet communicsti@twork, and it reveals an efficient way
for internet network security monitoring.

Index Terms —Cyber-Physical Systems, Networked Controledyst User Datagram Protocol, DETER
Network Security Testbed, network security, time delagke#aloss

| Introduction

Cyber-physical systems (CPS) research is a developing fiatdrtborporates embedding computation
into physical components in order to maintain the systemstfanality [1]. The computations that are
done are subsequently affected by interactions with theiphlysystem [2]. For networked control sys-
tems (NCS), which are closed feedback loops with the dataylieEansmitted through wired or wireless
communication systems, the problems of instability in teevork arise in the form of time delay, packet
loss, and other network vulnerabilities when transmittingy data. The instabilities of the internet net-
work become ever more apparent since the data being tregsfisrin the form of packets. However,
due to the benefits of using NCS, like its flexibility in transtinig data off-site and the low cost in main-
taining the system, NCS will continue to be used in transngttata [3]. As a result, the problems that
arise when transmitting data through wired or wirelessgamaiasions must be taken into consideration
when designing NCS. In order to design the system to run mdéeetefly, these phenomena must be
understood in regards to maintaining the stability of tlesetl feedback loop.



Understanding the behavior of NCS can be done through thg sfumbllecting data from running real-
time systems, by generalizing mathematical models, orfoylsiting experiments with many different
parameters [4]. The third and final approach was weighted measvily in this project. With more
research in this area, it can be better understood how thalssgnt through a NCS by the method of
packet transmission is affected as the result of the patteetsrsing through the network.

The objective of this paper is to describe how a platform iignals that are transmitted through the NCS
is created. Then, the resulting waveforms that had tradegrseugh the network with different network
uncertainty parameters defined will be displayed and aisabfshow the varying parameters affected
the signal packets will be conducted over how the physicalowk altered the input data pattern.

The outline of the paper is as follows. In Section Il, the noeltbehind setting up the NCS is described,
along with elaborating the process of sending and receMiD§ packets and collecting time-stamped
data. In Section Ill, the results of the experiments runmiifigrent network parameters of packet delay
and loss are detailed. Section IV discusses the obsergadiuh the interpretation of the collected data.
Then, Section V presents the conclusion and further work.

[l Methods

The experiments that were run for this project required s&£¢e nodes and links of network topolo-
gies. These network topologies were created by using theHBPENetwork Security Testbed, which
is a testbed consisting of 400 PCs located at USC ISI and UC Rgrl@®. The characteristics of the
links between the nodes could be configured to the desiredWdth, packet acceptance rate, latency,
and/or loss parameters. The virtual machine boxes that wstaled in the nodes ran the Ubuntu804-
JDK Operating System image that was created as a modifiedrnekthe Ubuntu804-STD Operating
System image with the Java Development Kit installed, stheesource code compiled on these nodes
were written using the Java language. The nodes in this meteould be remotely accessed, and, in
this case, the remote machines were logged into by using&&tell. Then, the code that included the
plant algorithm and the User Datagram Protocol (UDP) seéretmiver setup was compiled in node-0
while the code that included the controller algorithm angl t/DP sender/receiver setup was compiled
in node-1. The plant code was run on node-0, immediatelgvi@t by the controller code being run on
node-1.

As shown in Figure-1, the files that were run on the two nodgdemented two components: the al-
gorithm for the functions of the plant and controller in abgliaing, state-feedback model and the UDP
protocol for transmission of data through the network.

Both these files included functions of the state-space eapgspecific to the plant and the controller.
The plant in its continuous-time form can be described by

p () = awy (t) + buy (1) (1)



yp (1) = cayp () + duy (1) (2)

where t is a continuous time variable. In order to discretizs

By (1) = azy () + bu, (¢) (3)
z, (t + At) — x, (t) = ax, (t) + bu, (t) (4)
At

In order to approximate this function, the was chosen to be very small. When it has been discretized,
and in its actual implementation, the plant’s state-spgcatons becomes

wp (k +1) = @ (k) + [azp (k) + bu, (F)] At (5)

Yp (k) = cap (k) + duy () (6)

where Kk is a discrete time variable. The coefficients havevéiigese = 0.0, = 0.5, ¢ = 0.6826, and
d = 0.0, andAt = 1.0 millisecond, a much smaller value than the sampling rateddd illiseconds.
Meanwhile, the discrete controller can be described bydheviing

z.(k+1) = acxe (k) + beuc (k) (7)

Ye (k) = cexe (k) + deue (k) (8)

wherea,. = 1.0, b, = 0.05, ¢, = 24.9980, andd,. = 7.994 are the coefficient’s values.

Since both the plant and controller have initial states ttaken into account, the implementation for the
code was broken up into the initial state and the followingent state. Since UDP utilizes datagram
sockets to send and receive packets between the nodesyv&h€ladas DatagramSocket, which sends
packets that are individually addressed [8], was used.

The programming for the Plant consists of three timers frbenJava Timer Class. Taking into consid-
eration the choice of the five second period for the sinusasidaal, Timer-1 implemented the passive
sampler, so it took the plant input that is being updated eneey 50.0 milliseconds as the current input,
and updated;, and the plant outputy) once every millisecond. Timex's function was to send the most
updatedy, value out to the controller and to update the This was done every 50.0 milliseconds, and,
as such, this discretized the continuous signal. Timers3tha socket check to receive packets every
millisecond. If a packet is accepted, it is saved in a temyorariable that will be used to update thg
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value inside Timer-2, as it was said, every 50.0 millisesond

The programming for the Controller was implemented with ¢éhtimers as well. Timer-1 received the
input datay, from the plant once every millisecond. It then updatedithe;., andu. values. This was
in order to ensure that the packets were able to be receivgthaously, while maintaining a separate
implementation for the sending and receiving function. dii2is function was to send the updated
value out to the plant once every 50.0 milliseconds. Tigigfob was to consistently update the time
relative to the start time, isolated from both the functiohsending and receiving.
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Figure-1: This flowchart depicts the plant and controllerdelo The instructions inside the block dia-
grams were how the coding implementation was divided up.



With the plant and controller programs installed in the regpdexperiments with the same two-node
topology interconnected by a single link were run with difiet network settings. First, the experiment
with ideal conditions was run on DETER to serve as the comtuwing comparisons, with the band-
width set to 100.0 Mb and the queue-type to be Drop-Tail [9e Tnitial condition of the controller
input uc(t):sin(%) served as the reference input, having a period of T=5.0 sisc@md data with the
time-stamp in seconds and the magnitude of the plant oufg)twere collected to plot the graphs in
Microsoft Excel for further analysis. The bandwidth and ugrtype continued to be the default set-
ting for all the experiments. Figure-2 shows the statedfeedd model with the reference input of the
sinusoidal signal and the respective plant output.

I e Controller

Figure-2: State-feedback model with the sinusoidal inpualtthe output signal

Four experiments were run that included network charasttesiof time delay of 50.0 milliseconds, 60.0
milliseconds, 70.0 milliseconds, and 80.0 millisecondsiclv are demonstrated in this paper. And four
experiments were run with packet loss of 0.3, 0.4, 0.5, a@di@played in this paper.

[l Results

All these experiments were run with a sinusoidal input hgwrmperiod of 5.0 seconds and for a variable
amount of time-span greater than 300.0 seconds. The exgaswere done with different time delays
set and/or different packet loss.

[11.1 Packet Delay

The experiments consisted of variation in setting the patanof time delay, and the plant output was
collected in order to see how the time delay affected thetispusoidal wave.

For the delay=50.0 ms experiment shown in Figure-5 and tleyd80.0 ms experiment shown in
Figure-6, the plant output seemed similar to the originahpbutput with no delay in Figure-4.

For delay=70.0 ms in Figure-7, it seems to be able to stadiza maximum of 20.0 seconds. Since the
period was not really altered, there was no big differeng®if did not care about the beginning of the
data collection.



For delay=80.0 ms in Figure-8, this seemed to be the pointevine system could not hold on to its sta-

bility, and the graph began to oscillate erratically. Thegueof T=5.0 seconds was not maintained, and
the amplitude ranged from around -3.0 to 3.0 during the fidsd 2econds. It can be noted in Figure-9
that by the time it was plotted to 260.0 seconds, the graplobkeitlated to maximum amplitudes ranging

from -30.0 to 30.0, and the period had reduced to around Ts&t06nds.

I11.2 Packet Loss

Experiments were also conducted with different probaégdiof packet loss set.

For 0.3 packet loss, which is shown in Figure-10, there wadis@ernable change in the period or am-
plitude of the plant output.

For 0.4 packet loss, it can be seen from Figure-11 that thegeemained around 5.0 seconds and
the amplitude remained around 1.2. However, there weraiperistances when the direction of the
waveform would go in the reverse direction for around halieaqal before regaining its stability and
continuing the cycle. This would occur at random intervalgimg the various experiments, and an in-
stance is shown in Figure-12. The sharp dip could be a goadation to show the influence from an
occurrence of packet loss.

Then, for 0.5 packet loss, Figure-13 shows that there wdrstantially greater alterations in the signal
waveform. The period was affected considerably duringagetnintervals of the experiment due to the
abrupt switch in the direction of the waveform. The amplgwebuld then increase from having its peak
around 1.2 to a wide range up to the hundreds, as seen fronxpleeients that were run. In these
instances, it would be able to stabilize back to a recogihezabveform with the period of around 5.0 in

around a 10.0 second interval, depending on the rate of dsgear descending of the waveform.

Lastly, for 0.6 packet loss that is shown in Figure-14, thesze significantly greater alterations in
the sinusoidal wave. The period of the waveform could no éoragclimate back to 5.0 seconds after
swinging to extreme heights, and the amplitude range wasrerly variable, with no constant peak
amplitude.

IV Discussion

Partitioning the implementation of the data collectiomdiag, and receiving into the way described in
above methods section was conducive to synchronizing elattivity of sending, receiving, and con-

stantly updating the input, output, and state. Timing ismapadrtant issue in a communications system,
and even if the data need not be received extremely preces@prking system should be able to syn-
chronize the sending, receiving, and updating proces$ielsetup of this network control system, UDP
sockets were chosen because this real-time control systable to drop datagrams, and duplicates
will not alter its output by that much. The UDP protocol doet guarantee the packets to arrive in
the order it was sent, and, likewise, there is no delay inimgitor acknowledgement [5]. By making

the implementation parallel in nature, this eliminateslib#leneck that could arise if the sending and



receiving steps were dependent on the dgheompletion. By constantly checking to receive packets,
there is minimal chance of missing out on receiving the data, once there is something to send out,
on either side, the most updated value will be passed byhlaridhe time will consistently be updated,
and the most updated plant output is saved every fifty mdbses, along with this time stamp, to be
plotted.

For all the experiments, the initial period or so will haversominor aberrations from a perfectly smooth
curve, since the feedback is just initializing, and therk n@ some time before it has found a balance
from the plant and controller communications.

IV.1 Packet Delay

Examining the experiment results with the time delay pataméhe 50.0 millisecond delay does not
have any apparent aberrations in magnitude and frequencyh& 60.0 millisecond delay, there are no
discerning alterations in the first 20.0 seconds. Howegtha experiment continues running, it can be
seen that the magnitude increased to a range of -4.0 to 4dQtharperiod changed to T=2.0 seconds.
For the 70.0 millisecond delay, there is a similar phenomeaad then for the experiment with an 80.0
millisecond delay set, in the later range, past 260.0 sex;dhdre is a large oscillation of -30.0 to 30.0
that can be seen.

In order to understand how the time delay is related to thgaf the input sinusoidal wave, the ratio
of the time delay with the period, which is denoted-aswas calculated for the four experiments, with
respect to the correlating results. For the 50.0 milliseélcdelay, the ratio of the delay to the period
wasr;=0.010, and the period remained at T=5.0 seconds for thatatehe experiment. The ampli-
tude was around 1.2 the entire time as well, which was eqntdb the amplitude of the plant output
from the original experiment. For the 60.0 millisecond getae ratio of the delay to the period was
rq=0.012, and similar results were seen as in the prior exggrimith the 50.0 millisecond delay. In the
experiment with the 70.0 millisecond delay, the ratio ofdeéay to the period was;=0.014, and period
remained at T=5.0 seconds, but the amplitude did not ho&tigteanging from 1.4 to 0.9. Then, in the
experiment with the 80.0 millisecond time delay, the rafithe delay to the period was=0.016, and
the values of both the period and the amplitude had becontahlas The period had become smaller
and more erratic, ranging from around 1.7 seconds to 1.6Gsksdoom peak to peak. The amplitude had
begun to grow wider in range as time went on, going to heigl30o® by 260.0 seconds, as can be seen
from Figure-8.

Schenato writes in his paper that there was no significanigghavhen there was time delay [3]. This
seems true up to a certain point that is unique with respebeteystem and the period of the sinusoidal
input to the system. In the case of these experiments, it essebn that up to 60.0 millisecond time
delay, there was no obvious distortion of the waveform or @mgnge in its properties. However, after
that instance, the waveform had become unstable, and changeriod and amplitude could be noticed
from the plots.



IV.2 Packet Loss

The probability of packet loss arises in systems that haek log. After a certain amount of time delay,
with the packet not being sent, it will just be dropped [4]tHe case of DETER, the setting can be made
for the probability of packet loss for the given link betwed®io nodes.

Looking at the results of the experiments with the paramsaiépacket loss set, it can be seen that when
the probability of packet loss is 0.4, there are random ntsa in the plot where the loss of packets
being sent to the plant can be seen from the abrupt changeeittidn of the waveform from ascending
to descending or vice versa. The packets with values thalduqdate the sinusoidal wave were lost,
and so the waveform updated its currgptvalue by reusing its previous packet to update the internal
state of the system, until a packet with updated informatiaa finally received. From then on, it would
begin acclimating back to the original path of the waveforifnom the graph with packet loss set to
0.5, the alterations were greater, with a greater incraagigei magnitude. It should be taken into con-
sideration that this real-world system will experiencempdraeena characteristic of increased uncertainty
placed on the system. The characteristics described wkeaiththe parameter of 0.6 packet loss can be
seen in sharper contrast in comparison to the 0.5 packetlloske particular experiment shown from
Figure-14, it starts out with a fairly flat horizontal osatilbn, and the sinusoidal waveform cannot be
distinguished from the plot. The zero-crossings also beceratic.

From these experiments, a relation between the period alitlisoidal input with respect to the amount
of time delay can be discerned from the data. The charattarigthe sinusoidal wave can be seen when
the experiments are run with packet loss as well.

V Conclusion and Further Work

From this research, the two-node state-feedback UDP nktvamtrol system was created into an inter-
net communications system, and the sinusoidal wave inpsifediinto the system in order to see how
the wired connection with imperfections in the network systhanged the signal. Different time delays
and probability of packet loss parameters were run in oraelidcern how the delay and loss affected
the sinusoidal wave with the chosen frequency, and deterhomw the imperfections and the sinusoidal
wave were interrelated. The results showed that an approaal remotely monitor the impact of
packet loss and time delay variations from the network chbdisturbances if the relevant parameters
were well-defined. Further work can be done in determiningenadoout the underlying characteristics
of how the network system will affect specific waveforms theg sending the packet data, using this
research as the foundation on how to build a viable netwonkrobsystem model and utilize it to collect
and analyze the network control system output.
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