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From: Lana Hires 
Subject: 2000 November Election

I need some answers! Our department is being audited by the 
County.

I have been waiting for someone to give me an explanation as to 
why Precinct 216 gave Al Gore a minus 16022 when it was 
uploaded. Will someone please explain this so that I have the 
information to give the auditor instead of standing here "looking 
dumb". 
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2000 Election Spurs Electoral Reform

ct 2002: Congress passes Help America Vote Act 
(HAVA): states must upgrade voting systems by 
2006; provides $3.6 billion in federal funding.

AVA accelerates adoption of e-voting.
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U.S. Congress Rep., Sarasota FL, Nov 2006

Margin of victory: 369 votes (0.15% of voters)
No vote recorded: 18,412  votes (14% of e-voters)
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California Top-to-Bottom Review

Jun 2007: Secretary Bowen
hires 43 experts to evaluate
voting systems used in CA.
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Diebold
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Hart InterCivic
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Sequoia Voting Systems
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Matt Bishop, PI:
• Accessibility
• Red teams

David Wagner, PI:
• Document review
• Source code review
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Team members
• Diebold, Hart: Bob Abbott,

Mark Davis, Joseph 
Edmonds, Luke Florer, Elliot 
Proebstel, Brian Porter, 
Sujeet Shenoi, Jacob 
Stauffer

• Sequoia: Dick Kemmerer, 
Giovanni Vigna, Davide
Balzarotti, Greg Banks, 
Marco Cova, Viktoria
Felmetsger, William 
Robertson, Fredik Valeur

• Diebold: David Wagner, 
Alex Halderman, Joe 
Calandrino, Ari
Feldman, Harlan Yu, 
Bill Zeller

• Hart: Eric Rescorla, 
Sreenu Inguva, Hovav
Shacham, Dan Wallach

• Sequoia: Matt Blaze,
Arel Cordero, Sophie 
Engle, Chris Karlof, 
Naveen Sastry, Micah 
Sherr, Till Stegers, Ping 
Yee
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Team members (more)
Document review:
• Diebold: Candice Hoke, 

Dave Kettyle, Tom Ryan
• Hart: Joe Hall, Laura Quilter
• Sequoia: Aaron Burstein, 

Nathan Good, Deirdre 
Mulligan

Accessibility:
• Diebold, Hart, Sequoia: 

Noel Runyan, Jim 
Tobias
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We found…
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We found… significant security
problems in all 3 systems.
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Crypto was often severely flawed,
or missing entirely.
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Sequoia

Sequoia invented their own password encryption
algorithm.
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Sequoia

Sequoia invented their own password encryption
algorithm.  With the Sequoia algorithm, the password
“sekret” encrypts to “sekretXYZ”*.
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Sequoia

Sequoia invented their own password encryption
algorithm.  With the Sequoia algorithm, the password
“sekret” encrypts to “sekretXYZ”*.

* Obfuscated for ’security’; “XYZ” are not the real letters.



David Wagner, UC Berkeley

Sequoia

“We could not find a single instance of correctly 
used cryptography that successfully 
accomplished the security purposes for which it 
was apparently intended.”

— Sequoia source team
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Diebold

One of Diebold’s passwords was
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Diebold

One of Diebold’s passwords was “diebold”.
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Hart

In some places, Hart avoided trivially broken crypto by…
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Hart

In some places, Hart avoided trivially broken crypto by…
omitting it entirely.
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Hart

In some places, Hart avoided trivially broken crypto by…
omitting it entirely.

When you connect a polling-place machine to the
county’s central PC, it trusts the PC implicitly.
The county PC can instruct the machine to overwrite its
software, and it will blindly comply.  (No authentication!)  
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Diebold and Hart’s systems fail to
adequately protect the secrecy of the
ballot.
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Diebold

The Diebold touchscreen stores vote records in the
order they were cast.
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order they were cast.

A crypto PRNG is used to generate unique IDs, stored
with each vote record…
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Diebold

The Diebold touchscreen stores vote records in the
order they were cast.

A crypto PRNG is used to generate unique IDs, stored
with each vote record… but the seed is known to
officials, enabling them to recover the order votes were
cast in.
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Diebold

The Diebold touchscreen stores vote records in the
order they were cast.

A crypto PRNG is used to generate unique IDs, stored
with each vote record… but the seed is known to
officials, enabling them to recover the order votes were
cast in.

Each electronic vote record is time stamped.
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Hart

The Hart e-voting machine stores vote records in a
pseudorandom order.
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Hart

The Hart e-voting machine stores vote records in a
pseudorandom order.

But it stores the CRC of each vote record in the audit 
log…
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Hart

The Hart e-voting machine stores vote records in a
pseudorandom order.

But it stores the CRC of each vote record in the audit 
log… and audit log entries are stored in the order they’re 
logged.
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The code fails to follow sound 
engineering principles expected of 
security-critical systems.
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Diebold

void GlibPutPixel(UINT xx, UINT yy, Pixel_t Color) {
// Check for library not initialized or (x,y) out of range
if(FrameBuffer != FALSE || (xx < USER_X) || (yy < USER_Y)) {

// Compute the frame buffer offset and write the pixel
FrameBuffer[FB_OFFSET(xx,yy)] = Color;

}
}
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Diebold

TCHAR name;
_stprintf(&name, _T("\\Storage Card\\%s"),

findData.cFileName);
Install(&name, hInstance);
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All 3 systems allow malicious code to
propagate virally.
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Diebold

The Diebold code that reads data off the memory card
has buffer overruns and other vulnerabilities.
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Diebold

1. Attacker writes malicious data onto a memory card.
2. Uploading results at county HQ on election night
infects county machines.
3. Infected county machines write malicious data and
code onto memory cards that will infect all polling-place
machines in the county in the next election.
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Hart

After the election, each polling-place machine is
connected by Ethernet to a county PC.  The PC can
install new software onto the voting machine.
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Hart

After the election, each polling-place machine is
connected by Ethernet to a county PC.  The PC can
install new software onto the voting machine.

The voting machine can exploit buffer overruns in the
code on the PC to take control of the PC.
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Hart

1. Attacker installs malicious code onto a voting machine.
2. When connected to the county PC, it hacks the PC.
3. The county PC then installs malicious code onto every
voting machine subsequently connected to it.
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A single individual, with no special access,
could introduce a virus onto a single voting
machine, 
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A single individual, with no special access,
could introduce a virus onto a single voting
machine, and this virus could infect every
machine in the county.
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Quotes from the reports

• “We found pervasive security weaknesses throughout the 
Sequoia software. Virtually every important software security 
mechanism is vulnerable to circumvention.”

• “Our study of the Diebold source code found that the system 
does not meet the requirements for a security-critical system. It 
is built upon an inherently fragile design and suffers from 
implementation flaws that can expose the entire voting system 
to attacks.”

• “The Hart software and devices appear to be susceptible to a 
variety of attacks which would allow an attacker to gain control
of some or all of the systems in a county. [..] Many of these 
attacks can be mounted in a manner that makes them 
extremely hard to detect and correct. We expect that many of 
them could be carried out in the field by a single individual, 
without extensive effort, and without long-term access to the 
equipment.”
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Results

On August 6th, California Secretary of State Debra
Bowen imposed new conditions on the use of these
3 voting systems.
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National relevance
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Concluding thoughts

• E-voting is a paradigmatic trustworthiness problem, 
and one where researchers from many fields can 
have a big impact

• Voting systems must be auditable if they are to be 
worthy of our trust
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Backup slides/extras
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The Importance of Verification

• Transparency is essential.  We must be able to 
convince the loser, and his/her supporters, that 
he/she lost the election.

• Requirement: Voters must be able to verify that 
their votes are recorded correctly.  Observers 
must be able to verify that votes are counted 
correctly.
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The Technical Challenge

• Determining whether software will work correctly 
on Election Day is beyond the state of the art in 
computer science.  How to provide verification?

• Analogy: Running an election on Satan’s 
computers.  How do we do that securely, when 
the computers might misbehave in arbitrarily 
pernicious ways?
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A Solution Framework

Verify votes are recorded correctly:
• Voter-verified paper records

Verify votes are counted correctly:
• Routine post-election audits (statistical recounts)

• Goal of an audit: Provide evidence that a 100% 
manual recount would not change the election 
outcome.
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1% Statistical Audit

• After election, publish vote totals in each precinct. 
Randomly choose 1% of precincts and manually 
recount the paper records in those precincts.  If 
paper count ≠ electronic count, there was fraud or 
error.

• If  ≥ 300 precincts are erroneous, detection is likely. 
Consequently: If paper count = electronic count, 
then no more than ≈300 precincts are erroneous.
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The Protocol

Prover
(elec. official)

Verifier
(observer)

The tallies are t1, …, tn

Show me the paper for precinct i.

(voter-verified paper audit trail)
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Election Staff Convicted in Recount Rig
By M.R. KROPKO
The Associated Press
Wednesday, January 24, 2007; 6:09 PM

CLEVELAND -- Two election workers were convicted 
Wednesday of rigging a recount of the 2004 presidential 
election to avoid a more thorough review in Ohio's most 
populous county.

Prosecutors accused Maiden and Dreamer of secretly 
reviewing preselected ballots before a public recount on 
Dec. 16, 2004. They worked behind closed doors for three 
days to pick ballots they knew would not cause 
discrepancies when checked by hand, prosecutors said.
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Verifiable Randomness

Need verifiably random sample selection.

It must be:
• transparent (no computers);
• understandable (no fancy math);
• designed so observers can verify that it is free of 

manipulation;
• efficient (choose large samples quickly).
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Solution #1: 10-sided Dice

• Number the precincts 0,1,2,3,...
• Throw three 10-sided dice to get a random number 

in the range 0,...,999.
• If the number is a valid precinct, add it to the 

sample.  Repeat until sample is large enough.

• Adopted in several California counties.
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Solution #2: Lottery-style Drawings

Adopted in Alameda County.
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California Rebukes Vendor, Apr 2004

Citing concerns about 
the security and reliability 
of new computerized 
voting machines, 
California Secretary of 
State Kevin Shelley 
announces Friday during 
a Sacramento news 
conference that he is 
banning the use of touch-
screen voting machines 
in the state in the 
November election
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Problem Statement
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Two Fundamental Audit Problems

1. After an audit is performed, compute the level 
of confidence that it provides (assuming worst-
case errors).

2. Design an audit strategy that provides a 
desired level of confidence at minimum cost, or 
maximum confidence at fixed cost.
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Challenges for Statistical Audit Analysis

• Sample stratified by counties.
• Contest boundaries may cross county lines.
• Precinct selection not equiprobable across 

counties.
• Precinct sizes vary.
• Base rate of occasionally miscounted votes.

(So, you can’t cry foul after seeing just one 
miscounted vote.)

• Is calculation of confidence level NP-hard?

Credits: Philip Stark
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Challenges for Statistical Audit Design

• All of the above, plus…
• Margin of victory differs in each contest.
• Can’t wait until you have vote totals from all 

counties before beginning audit in some counties.
• Need an escalation strategy if audit cannot rule out 

possibility of error in election outcome.  (Sequential 
hypothesis testing?)

• Cost of audit should be predictable and fair.
• Is statistical audit design NP-hard?
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Improving Audits?  (speculative)

• Can we reduce cost of audits by reducing unit size?
– Ballot-based audits.  e.g., print a serial number on ballot 

as it is scanned, and pick a random sample of ballots.

• Can we use demographic or historical voting data 
to reduce cost of audits?
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Conclusions

• E-voting security is hard, because computers 
aren’t transparent.

• Auditing can help.  Statistics can make up for the 
failings of computer science.
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To Learn More…

• “Evaluation of Audit Sampling Models and 
Options for Strengthening California’s Manual 
Count.” Report of the California Post-Election 
Audit Standards Working Group.  July, 2007.

• “Post-Election Audits: Restoring Trust in 
Elections.” Brennan Center and Samuelson 
Cyberlaw Clinic.  August, 2007.

• Talk to Philip Stark.
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Extras, leftovers



David Wagner, UC Berkeley



David Wagner, UC Berkeley



David Wagner, UC Berkeley



David Wagner, UC Berkeley



David Wagner, UC Berkeley



David Wagner, UC Berkeley



David Wagner, UC Berkeley


	The California Top-to-Bottom Review of Voting Systems
	2000 Election Spurs Electoral Reform
	U.S. Congress Rep., Sarasota FL, Nov 2006
	California Top-to-Bottom Review
	Diebold
	Hart InterCivic
	Sequoia Voting Systems
	Teams
	Teams
	Team members
	Team members (more)
	Sequoia
	Sequoia
	Sequoia
	Sequoia
	Diebold
	Diebold
	Hart
	Hart
	Hart
	Diebold
	Diebold
	Diebold
	Diebold
	Hart
	Hart
	Hart
	Diebold
	Diebold
	Diebold
	Diebold
	Hart
	Hart
	Hart
	Quotes from the reports
	Results
	National relevance
	Concluding thoughts
	Backup slides/extras
	The Importance of Verification
	The Technical Challenge
	A Solution Framework
	1% Statistical Audit
	The Protocol
	Verifiable Randomness
	Solution #1: 10-sided Dice
	Solution #2: Lottery-style Drawings
	California Rebukes Vendor, Apr 2004
	Two Fundamental Audit Problems
	Challenges for Statistical Audit Analysis
	Challenges for Statistical Audit Design
	Improving Audits?  (speculative)
	Conclusions
	To Learn More…

