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Abstract—Wireless mesh networks have attracted increasing traces [8] show that the traffic demand, even being aggrdgate
attention and deployment as a high-performance and low-cds at access points, is highly dynamic and hard to estimateh Suc
solution to last-mile broadband Internet access. Traffic raiting observations have significantly challenged the practiitpiof

plays a critical role in determining the performance of a wireless th isti timization-based fi luti in Vi
mesh network. To investigate the best routing solution, exting € existing opumization-based routing Solutions In \Mes

work proposes to formulate the mesh network routing problem Mesh networks.

as an optimization problem. In this problem formulation, tr affic To address this challenge and barrier to effective thezaketi
demand is usually implicitly assumed to be static and knowra  modeling and implementation of traffic routing to wireless
priori. Contradictorily, recent studies of wireless network traes mesh networks, this paper investigates the optimal routing

show that the traffic demand, even being aggregated at accessf k which takes int t the d . d
points, is highly dynamic and hard to estimate. Thus, in orde rameworx which takes Into account the dynamic and uncer-

to apply the optimization-based routing solution in practice, one tain nature of wireless traffic demand. In parthUlar, wel wil
must take into account the dynamic and unpredictable nature investigate how to route the traffabliviously, withouta priori

of wireless traffic demand. This paper studies theoblivious know|edge of the traffic demand. Our goa| is the design an
routing algorithm that is able to provide the optimal worst-case oblivious routingalgorithm that is able to provide the optimal

performance on all possible traffic demands users may impose . .
on the wireless mesh network, where the goal is to minimize worst-case performance on all possible traffic demandssuser

the maximum congestion appearing at all interference setsni May impose on the network.

the network over all properly scaled traffic demand patterns To Oblivious routing [9] is a well-studied problem for traffic
the best of our knowledge, this work is the first attempt that engineering on the Internet. In [10], Racke et al. prove the
investigates the oblivious routing issue in the context of ireless existence of a polynomial bounded routing within a network.

mesh networks. A trace-driven simulation study demonstrags In O A t al ¢ lqorith hich | th
that our oblivious routing solution can effectively incorporate ' [9], Azar et al. present an algorithm which solves the

the traffic dynamics in mesh network routing. oblivious routing problem via an iterative linear programm
(LP) formulation. Most recently, [11] has simplified the nebd
. INTRODUCTION of [9] to allow a single LP formulation. Although it is an ati

Wireless mesh networke@, [1], [2]) have attracted in- research topic for the Internet, to the best of our knowledge
creasing attention and deployment as a high-performamnte dhis work is the first attempt that investigates the obligiou
low-cost solution to last-mile broadband Internet accéss. routing problem in the context of wireless mesh network. In
a wireless mesh network, local access points and stationagt, it is a non-trivial issue to extend the existing sauos
wireless mesh routers communicate with each other and formp@posed for the Internet to wireless mesh networks. Tha mai
backbone structure which forwards the traffic between neobithallenge comes from the interference and channel capacity
clients and the Internet. constraints which are unique to wireless networks. To asidre

Traffic routing plays a critical role in determining the parf  this issue, this paper uses the maximum congestion apgearin
mance of a wireless mesh network. Thus it attracts extensateall interference sets in the network as a new routing metri
research recently. The proposed approaches usually fall iand redefine the routing objective for oblivious routingsBa
two ends of the spectrum. On one end of the spectrum are tire the method of [11], the optimal oblivious mesh routing
heuristic routing algorithmse(g, [3]-[5]). Although many of problem is then converted to a linear programming (LP)
them are adaptive to the dynamic environments of wirelepsoblem, which must be optimized over all properly scaled
networks, these algorithms lack the theoretical foundatm traffic demand patterns.
analyze how well the network performs globaly:q, whether ~ To evaluate the performance of our algorithms under a
the traffic shares the network in a fair fashion). realistic wireless networking environment, we conductéra

On the other end of the spectrum, there are theoretichiven simulation study. In particular, we derive the tiaffi
studies that formulate mesh network routing as optimiratialemand for the local access points of our simulated wireless
problems é.g, [6], [7]). The routing algorithms derived from mesh network based on traffic traces collected at Dartmouth
these optimization formulations can usually claim analyCollege campus wireless networks. Our simulation results
ical properties such as resource utilization optimalityd ardemonstrate that our oblivious mesh routing solution could
throughput fairness. In these optimization frameworlaffitt  effectively incorporate the traffic dynamics into the rogti
demand is usually implicitly assumed as static and knovaptimization of wireless mesh networks.

a priori. Contradictorily, recent studies of wireless network The original contributions of this paper are two-fold. Prac



tically, the oblivious mesh network routing solution prepd and the set of all virtual edges and uUgéto denote the union

in this paper considers traffic dynamics and uncertainty of V' and the virtual nodev*. For simplicity, we assume that
the mesh network routing optimization. The full-fledged sinthe link capacity in Internet is much larger than the wirsles
ulation study based on real wireless network traffic tracebannel capacity, and thus the bottleneck always appears in
provides convincing validation of the practicability ofigh the wireless mesh network. Under this assumption, thealirtu
solution. Theoretically, upon the classical network catigen edges could be regarded as having unlimited capacity. Note
minimization problem for wireline networks, we redefine théhat all the virtual links do not interfere with any of the
concept of network congestion and extend the wireline netireless transmissions.

work oblivious routing algorithm into wireless mesh netker
to handle location-dependent wireless interference.

The remainder of this paper is organized as follows. Sec-This paper investigates the optimal routing strategy for
tion Il describes our network, interference and traffic mede wireless mestbackbonenetwork. Thus it only considers the
Section Il formulates the oblivious routing problem. Secaggregated traffic among the mesh nodes. For ease of expo-
tion IV presents the details of solving the oblivious rogtinsition, we only consider the aggregated traffic from gateway
problem. Section V presents our simulation study and resulaccess points to local access points in this paper. In péatic

B. Traffic Demand and Routing

Finally, Section VI concludes the paper. we regard the gateway access points as the sources of all
incoming traffic and the local access points, which aggeegat
Il. MODEL the client traffic, as the destinations of all incoming tkafii
A. Network and Interference Model is worth noting that our problem formulations and algorithm

guld be easily extended to handle other inter-mesh-node

In a multi-hop wireless mesh network, local access poin? fic. We denote th ted traffic to a local 3% DO
aggregate and forward traffic from mobile clients which argafiic. We denote € aggregated fraffic fo a local access pol
aflow. All flows will take w* as their source. Further we

associated with them. They communicate with each otha? te the traffic d dqf local atS 1o w*
and with the stationary wireless routers to form a mul'u—er('iOe de raftic tergaj drom oga tacgess tpSItﬁ dow q
hop wireless backbone network. This wireless mieatkbone asd, and use vectod = (d,, s € 5) 10 denote the deman

network forwards the user traffic to the gateways which aygctor cc_)nS|st|ng_ _Of all flow d(_amands. .
connected to the Internet. We usec W to denote the set A routing specifies how traffic of each flow is routed across

of gateways in the network and € S to denote the set of the network. Here we assume an infinitesimally divisible flow

local access points that generate traffic in the networkhén tmodel where the aggregated traffic flow could be routed over
ultiple paths and each path routes a fraction of the traffic.

following discussion, local access points, gateways anshm i be ch terized by the fracti f h
routers are collectively called mesh nodes and denotedédy us a routing can be characterize /y € Traction of eac
ow that is routed along each edgec E’. Formally, we use

setV (Note thatiV c V). : .
In a wireless network, packet transmissions are subjefét(e) to denote the fraction of demand from local access point

) | !
to location-dependent interference. We assume that alh méfsthat is routed on the edgec &'. Thus, a routing could be

" - ,
nodes have the uniform transmission range denotedipy ts;)ec(::;fled bé’ tr}e Szf - éf?(e()j’s ets(;,ebe E'I}h Re;:all trt]st
Usually the interference range is larger than its transomss e demand of node < 5 Is denoted byi;. Therefore, the

range. We denote the interference range of a mesh node?Jount of ”?‘ﬁ'c c_iemand from that needs to be routed over
under routingf is ds fs(e).

R; = (14 A)Rr, whereA > 0 is a constant. In this paper,e
we consider theprotocol modebpresented in [12]. Let(u,v) ¢, Schedulability
be the distance betweanandv (u,v € V). In the protocol
model, packet transmission from nodeo v is successful, if
and only if (1) the distance between these two nodesv)

satisfiesr(u,v) < Rr; (2) any other nodev € V' within the
interference range of the receiving nodea.e., r(w,v) < Ry,

is not transmitting. If node can transit ta directly, they form

To study the mesh routing problem, we first need to under-
stand the constraint of the flow rates. lgt= (y(e),e € E)
denote the wireless link rate vector, wheye) is the aggre-
gated flow rate along wireless link Link rate vectory is said
to be schedulable, if there exists a stable schedule thatens

an edgee — (u,v). We denote the capacity of this edge & very packet transmission with a bounded delay. Essentiall
ble) which_is th’e rﬁaximum data rate that can be transmitte%‘e constraint of the flow rates is defined by the schedulable

. region of the link rate vectoy.
Let E be the set of all edges. We say two edgss interfere . I o
with each other, if they can not transmit simultaneouslyeblas The Imk_ rf_ﬂe schedulab!hty problem _has been studied in
on the protocol model. Further we defimterference sef (¢) several existing works, which lead 1o different models H3]

which contains the edges that interfere with edgade itself. [l?]' lg t(;us pgp?r, we Edo%t_ the mlgder: n [1|4]' Whr:Ch |tswalso
Finally, we introduce a virtual node* to represent the extended in [6] for multi-radio, multi-channel mesh netior

Internet.w* is connected to each gateway with a virtual edglé] parucular, [.14] prese_nts a sufﬁment condmon und_e_nchh_
¢* = (w*,w),w € W. We useE’ to denote the union of a link scheduling algorithm is given to achieve stabilitythwi

bounded and fast approximation of an ideal schedule. [6]
1For simplicity, in this paper we assume that each node isppgdi with presents a SCh.eme that C_an adjus_ts the flow routes an(_j seale th
one radio which operates on the same wireless channel as.othe flow rates to yield a feasible routing and channel assignment



Based on these results, we have the following claim as aTraffic into and out of nodes must be conserved. In partic-

sufficient condition for schedulability. ular, for the mesh routers that only relay the traffic, we have
Claim 1. (Sufficient Condition of Schedulabiljtirhe link the following relations:

rate vectory is schedulablef the following condition is

satisfied:
Vu € {V-S5},Vs € S, Z ys(e)— Z ys(e) =0
y(e/) e=(u,v),veV’ e=(v,u),veV’
Ve € E, /Z o) = (1) _ (3)
e'€l(e) For local access pointse S, letz; be the amount of traffic
I1l. PROBLEM FORMULATION (throughput) to node, we have that

In this section, we first investigate the formulation of epti
mal .routlng for wireless mesh backb_one network under l_<nown Vs € 8, Z ys(e) — Z ys(e) = —xs  (4)
traffic demand. Then we extend this problem formulation to
the oblivious mesh network routing where the traffic demand
is uncertain. For the virtual nodew* which represents the Internet that
A common routing performance metric with respect to @riginates all the traffic, we have
known traffic demand igesource utilization For example,

e=(s,v),veV’ e=(v,s),veV’

link utilization is commonly used for traffic engineering in

T e . €S, — =
the Internet [16], whose objective is to minimize the uti- » 2): o ba(€) » 2): v ya(€) SGZSIS
lization at the most congested link. However, in a multihop ey iy )

wireless network, such as mesh backbone network, wirelessheca” thatd, is the demand of local access poist
S

link utilization may be inappropriate as a metric of routinggnsider the fairess constraint that, for each flows ofts

performance due to the .Iocation-dependgnt interference. mroughputms being routed is in proportion to its demand
the other hand, the existing works on optimal mesh netwogg_ Our goal is to maximize\ (so calledscaling facto}

routing [6] usually aim at maximizing the flow throughputyynere at leas - d; amount of throughput can be routed for
while satisfying the fairmess constraints. In this formioR, no4e 5. Summarizing the above discussions, the throughput
traffic demand is reflected as the flow weight in the faimegs;iimization routing with fairness constraint is then fedated

constraints. _ _ _ as the following linear programming (LP) problem.
In light of these results, we first outline the relation be-

tween the throughput optimization problem and the congesti

minimization problem, and define the utilization (so-cdlle Pr: (6)
congestioh of the interference set as the routing performance maximize )\ (7)
metric. We further define theerformance ratiof a routing as _ ys(e)
the ratio between its congestion and the minimum congestion Subject to Z Z be) <LVeeE (8)
under a certain demand. In order to handle uncertain traffic e'€l(e) s€5
demand, theperformance ratiois extended to theblivious Z ys(e) — Z ys(e) =0, 9)
performance ratiavhich is the worst performance ratio a rout- e=(uw) e= (o)
ing obtains under all possible traffic demands. The defimibib Vue{V—S}, VeV VseS
oblivious performance ratimaturally leads to the formulation
of oblivious mesh network routing which handles uncertain Z ys(e) = Z ys(e) = —A-ds, (10)
wireless network traffic. e=(s,v) e=(v,s)

Yoe V' VseS

A. Mesh Network Routing Under Known Traffic Demand

We first study the formulation of throughput optimization Z ys(e) = Z ) ys(e) = /\Zc(“ll)
routing problem in a wireless mesh backbone network under e=twre) e=(ow) s€s
known traffic demand. First we present the constraints that a VoeVv
routing solution needs to satisfy. A>0,Vs € S,Ve € E,ys(e) >0, (12)

Capacity Constraint

Let ys(e) be the traffic ofs that is routed ovee € E'.
Obviously the aggregated flow rate along edgee € F is
given byy. = >~ .5 ys(e). Based on the sufficient condition
of schedulability in Claim 1 (Eq.(1)), we have that

Note that the above problem formulation follows the clas-
sical maximum concurrent flow problem. Although being
extensively used to study mesh network routing schemesrunde
known and fixed traffic demand [6], [17], such throughput
optimization problem formulation is hard to extend to handl

ys(e) the case of uncertain demand.
Ve € E, Z Z b(e') <1 @ In light of this need, we proceed to study the conges-
v el(e)ses tion minimization routing. This differs from the throughpu

Flow Conservation optimization problem where the traffic demand may not be



completely routed subject to the constraints of the netwogkf,d) under a certain routing and traffic demand vector
capacity. Rather, the congestion minimization problem wil, i.e., o(f,d) = max.ep Ze,el(e) Sees 741)(_(66)) An optimal
route all the traffic demands which may violate the networﬂéuting fopt (d) for a certain demand vectat would give the
capacity constraint, and thus the goal is to minimize th@inimum congestioni.e.,

network congestion.
Let y.(e) be the traffic ofs on edgee under traffic demand
ds. opt _ :
s p?*(d) = minp(f, d) (23)
yule) = fs(e) - ds (13) f

Formally, we define theongestiorof an interference seft(e)
using its utilization {.e., the ratio between its traffic load an
the channel capacity) and denote it@&s):

(e s(e) - dg
ple) =3 Zy;(—(e)): >y Lo d (b()e) (14)

e’€l(e) s€ES e’€l(e) s€S

d Now we define theperformance ratioy(f,d) of a given
routing f on a given demand vectaet as the ratio between
the network congestion undgrand the minimum congestion
under the optimal routing,e.,

p(f,d)

Further, we define theetwork congestiop = max.c g p(e) v(f,d) = poPt(d)
as the maximum congestion among all the interference sets
I(e). The congestion minimization routing problem is then
formulated as follows:

(24)

Performance ratioy measures how faif is from being
optimal on the demand. Now we extend the definition of
performance ratio to handle uncertain traffic demand. Det

Pc: (15) be a set of traffic demand vectors. Then the performance ratio
minimize (16) of a routing f on D is defined as
/
subjectto Y Z((f)) <pVe€E (17)
(&
e'€1(e) sES v(f,D) = gleagv(f, d) (25)
dooule— D wle)=0, (18
e=(u,v) e=(v,u) . . . . .
A routing f°Pt is optimal for the traffic demand sdb if
Vue{V—ShVoeV' VseS and only e 7 P
> yile) - yi(e) = —ds,  (19)
e=(s,v) e=(v,s)
Yoe V' VseS ' = argminy(f, D) (26)
dooyile)— D wlile) =) ds(20)
;:(Z’{;)/ =) *es When the seD includes all possible demand vectakswe
v

refer to the performance ratio as thilivious performance ra-
Vs € S,Ve € E,y.(e) = fs(e) -ds >0 (21) tio. The oblivious performance ratio is the worst performance
p>0, (22) ratio a routing obtains with respect to all possible demand
_ vectors. To study the optimal routing strategy under uadert
To reveal the relation betwedP andPc, we letp = % (raffic demand, we are interested in toptimal oblivious
andy/(e) = {9, ProblemPc is then transformed equivalentrouting problem which finds the routing that minimizes the
to the throughput optimization problefr. oblivious performance ratiowe call this minimum value the

B. Oblivious Mesh Network Routing optimal oblivious performance ratio

Extensive research has been conducted on the optimal mesf is worth noting that the performance ratiois invariant
network routing problem formulated in Section llI-A. Theto Sca“ng_ Thus to s|mp||fy the pr0b|em, we on|y consider
results from these studies are thus based on the assumptiog4ffic demand vectordD that satisfiesp??!(d) = 1, instead
fixed and known traffic demand. Recent studies [8], howevef considering all possible traffic vectors. In this case,
show that the traffic demand, even being aggregated at access
points, is highly dynamic and hard to estimate. To address
this issue, in this paper, we study the routing solutions tha v(f, D) = max p(f,d) (27)
are robust to the changing traffic demands. deD

First we need to study the performance metric that could
characterize a “good” routing solution. Based on the discus Formally, theoptimal oblivious routingoroblem for wireless
sions in Section llI-A, we start with the network congestiomesh network is given as follows.



Po: (28) Do :

minimize p (29) minimize p
; Ys(e) Ve,e' € E: ) ble)me(e) <
< ; . e >p
subject to ZI: ; b <P Ve e E (30) Xe:

ee(e)sl , Vee E,Vs€ S

ST ovle)= > vile)=0, (31) ST fE)/be) < pels)
e=(u,v) e=(v,u)

e’e€l(e)

Vue{V-ShVweV' VseS Ve e EVs € S.Ve' — s — w* -

> v = X vile)=—diy  (32) 7€) + pels) — pels) = 0
e=(s,v) e=(v,s) / /

>
WwEV, Ve s s
e c , VS € “Pels) =2

Yoo = Y wle)=) di(33)

e=(w*,v) e=(v,w*) ses
!

VweVv V. SIMULATION STUDY
Vs € 5,Ve € By y(e) = file) - ds 2 0 (34) A. Simulation Setup
p > 0,vd with p°P'(d) = 1 (35)

We evaluate the performance of our algorithm with a
simulation study. In the simulated wireless mesh netw6ek,
IV. ALGORITHM mesh nodes were randomly deployed ovei0a0 x 2000m?2
region. The simulated network topology is shown in Fig. 1.
10 nodes at the edge of this network are selected as the local
access points (LAP) that forward traffic for clients. 2, 4 &nd
nodes near the center of the deployed region were selected as
gateway access points as shown in Fig. 1. We have evaluated
the performance of the algorithm with each of the three sets
The oblivious mesh routing problef@o cannot be solved of gateways chosen. Each mesh node has a transmission range
directly, because it is taken over all demand vectors, affi250m and an interference range 80m. The data bit rate
p°P'(d) is an embedded maximization in the minimizatio(e) is set as 54 Mbps for at € E.

problem. B. Traffic Demand Generation

In [9], a polynomial-time method is given to solve an non- 10 realistically simulate the traffic demand at each LAP, we
linear programming problem over all possible demand mat§Mmploy traces collected in a campus wireless LAN network.
ces using an ellipsoid method and separation oracle. Thoul network traces used in this work were collected in Spring
theoretically sound, this method is hard to be implemened 2002 at Dartmouth College and provided by CRAWDAD [19].
practical use. By analyzing thesnmplog trace at each access point, we

are able to derive their incoming and outgoing traffic volume

Here we follow the same idea as presented by Appleg&@ginning 12:00AM, March 25, 2002 EST. We argue that the
and Cohen in [11]. This method provides a LP formulation d#APs of a wireless mesh network serve a similar role as the
the oblivious routing problem. The key insight is to looklatt access points of wireless LAN networks at aggregating and
dual problem of the slave LPs of the original oblivious ragti forwarding client traffic. Thus, we select the access pdiois
problem. To adopt this method, we introduce interferend@e Dartmouth campus wireless LAN and assign their traffic
set weightsr.(¢’) in the dual formulation for every pair of traces to the LAPs in our simulation. The traffic assignment
interference sets, ¢’. Further letp.(s) correspond to the iS given in Table I.
length of the shortest path between local access poamd We evaluate and compare different traffic routing strategie
virtual gatewayw*. Do summarizes the LP formulation offor this simulated network. In addition to Oblivious Rowgin
oblivious mesh routing based on the dual formulation of it§?BR), we consider the Oracle Routing strategy and Shortest
slave LPs. Path ROUting.

o Oracle Routing (OR) The traffic demand is knowma

It is worth noting that this set of equationsIiny represents priori. It runs a straightforward algorithm based on this
a linear programming problem, thus we can solve it directly demand. This routing solution is rerun every hour based
with a LP solver. Our choice of LP solver w§s solve[18], on the up-to-date traffic demand from the trace and
an open source Mixed Integer Linear Programming (MILP) returns the optimal set of routes. As a result, no other
solver. routing algorithm can outperform OR, and we used it as



AP 31AP3 | 34AP5 | 55AP4 | 57AP2 | 62AP3 | 62AP4 | 82AP4 | 94AP1 | 94AP3 | 94AP8
Node ID 22 18 57 5 55 20 53 3 56 27
TABLE |
MAPPING OFTRACE DATA LAPS TO SIMULATION LAPS
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Fig. 1. Mesh Network Topology.
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Fig. 2. Oblivious Performance Ratio Over Time, 4 Gateways

a baseline. In the figures in this section, we represemindred hours in Fig. 3. From the figure, we observe that
the quality of the network’s oblivious and shortest pathlthough both algorithms are intermittently superior,iblus
routings as a function of the demands by their ratio witfouting outperforms SPR in most of the time. This observa-
respect to OR. tion is illustrated directly in Fig. 4, which shows the satte

« Shortest-Path Routing (SPRijhis strategy is agnostic of performance ratiosr@tioorg, ratiospgr). The figure shows
traffic demand, and returns fixed routing solution purelthat the shortest path routing performs better in casesavher
based on the shortest distance (number of hops) fromry little congestion occurs, but for the majority of cases
each mesh node to the gateway. The purpose to evalualdivious routing is substantially better.
this strategy is to quantitatively contrast the advant&gge o

our traffic-predictive routing strategies.

Oblivious
Shortest Path

C. Simulation Results

First we simulate the Oblivious Routing (OBR), Oracle
Routing (OR), and Shortest-Path Routing (SPR) strategies
respectively over the network configuration with 4 gateways
In Fig. 2, the performance ratio of Oblivious Routing and
Oracle Routing fatio(y) = ppORB) is plotted for each hour )
since the beginning of the trace collection. The ratio galher o
remains in the range of [1.15, 1.3], with occasional spikes.

This result shows that our oblivious routing strategy pem® Fig. 3. Comparison of Oblivious Routing and Shortest PatlitRg Over
competitively against the oracle routing strategy evemit Time, 4 Gateways
the knowledge of traffic demand.

We compare the performance ratio of Oblivious Routing Next we proceed to examine the distribution of congestion
and Oracle Routingr@tioors = ”;jRB) and the perfor- appearing at all the interference sets in our topology at
mance ratio of Shortest Path Routing and Oracle Routia@ arbitrary but typical congested hour, which is plotted in
(ratiospr = ££2) over an arbitrary chosen block of oneFig. 5. The figure shows that several sets reach their fully
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Oblivious Performance Ratio Distribution

R — VI. CONCLUDING REMARKS

1l This paper studies the oblivious routing strategies foewir
less mesh networks. Different from existing works which
implicitly assume traffic demand as static and knaavpriori,
this work considers the traffic demand uncertainty. By defni
the routing objectives based on the maximum congestion
over all interference sets for all possible traffic demarves,
formulate the oblivious mesh network routing problem and
convert it into a linear programming problem which could be
Fig. 4. Sorted Oblivious Performance Ratio Comparison, te@ays easily solved via any LP solver. Simulation study is conddct
based on the traffic demand from the real wireless network
traces. The results show that our oblivious mesh network rou
congested peak at the same time. This can be explainedihg solution could effectively incorporate the traffic demda
the LP formulation which attempts to minimize the maximalynamics and uncertainty and perform competitively adains
congestion and prevent any single interference set (rgidhe optimal (oracle) routing which knows the traffic demand
from being too congested. In addition, we could observe thatpriori.
the traffic is well balanced across different interfererets &
the network.

Ratio

Sorted Hours
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