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Abstract

Built upon a shared wireless medium, wireless mesh network is particularly vul-
nerable to jamming attacks. The ability to recover from attacks and maintain an
acceptable level of service degradation is a crucial aspect in the design of a wireless
mesh network. To address this issue, this paper investigates the network restora-
tion solutions via the joint design of traffic rerouting, channel re-assignment, and
scheduling over a multi-radio multi-channel wireless mesh network. Efficient rout-
ing and channel assignment schemes can relieve the interference caused by both
the normal network nodes and the jamming nodes. Therefore, based on the neces-
sary conditions of schedulability, we first formulate the optimal network restoration
problem as linear programming problem, which gives an upper bound on the achiev-
able network throughput. After we solve the LP problems, we have a set of flows
assigned to edges that have been assigned to different channels. And based on the
LP solutions, we provide a greedy scheduling algorithm using dynamic channel as-
signment, which schedules both the network traffic and the jamming traffic. And we
further provide a greedy static edge channel assignment algorithm, where a channel
is assigned to an edge at the beginning and will remain fixed over all time slots. In
particular, we consider two strategies, namely global restoration and local restora-
tion, which can support a range of tradeoffs between the restoration latency and
network throughput after restoration. To quantitatively evaluate the impact of jam-
ming attacks during and after restoration, we define two performance degradation
indices, transient disruption index (TDI) and throughput degradation index (THI).
Finally, extensive performance evaluations are performed to study the impact of
various jamming scenarios in an example wireless mesh network.
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1 Introduction

Wireless mesh network is formed by a collection of wireless nodes using a
certain range of wireless spectrum, which are capable of communicating with
each other and cooperating to relay traffic throughout the network via mul-
tiple hops. Since wireless mesh network can be deployed rapidly without the
support of a fixed networking infrastructure, it can be applied to a wide range
of application scenarios, such as broadband Internet access, disaster relief,
homeland security, etc.

Built upon open wireless medium, wireless mesh network is particularly vul-
nerable to jamming attacks. The ability to deal with jamming attacks and
maintain an acceptable level of service degradation in presence of jamming
attack is thus a crucial issue in the design of a wireless mesh network.

Several complementary approaches are proposed in recent works to address
this issue. For example, the work of [1] considers how to detect jamming where
congested and jammed scenarios can be differentiated. It introduces the no-
tion of consistency checking, where the packet delivery ratio is used to classify
a radio link that has poor utility and signal strength consistency check is per-
formed to classify whether poor link quality is due to jamming. The work of [2]
studies the jamming defense strategy over a single-radio multi-channel network
and presents two channel surfing strategies, where the wireless channels are
re-assigned or dynamically switched under jamming attacks. The work of [3]
designs a jamming-resistant MAC protocol for single-hop wireless networks
and the work of [4] evaluates the throughput performance degradation of the
IEEE 802.11 MAC protocol under various jamming models, including periodic
or memoryless jammers, and channel-oblivious or channel-aware jammers.

This paper investigates the jamming defense strategies via the joint design
of traffic rerouting, channel re-assignment, and scheduling in a multi-radio
multi-channel wireless mesh network. When jamming occurs, the traffic go-
ing through that jamming area is disrupted. The network either switches to
different channels other than those of the jammers, and/or its traffic needs
to be rerouted around the jamming area. Our network restoration scheme
needs to discover alternate paths and channels. In particular, we consider two
restoration strategies, namely global restoration and local restoration, which
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can support a range of tradeoffs between the restoration latency and network
performance after restoration. In global restoration, all flows in the network
will be rerouted and/or re-assigned to new channels in response to the jam-
ming attack. Local restoration uses a set of detour paths and channels to route
around the jamming area locally. The local restoration strategy can typically
restore service much faster than the global restoration strategy because the
restoration is locally activated; while in the global restoration, all flows in the
network have to be notified with the traffic disruption information.

The goal of this paper is to investigate the network restoration strategies that
can minimize the performance degradation in the event of jamming attacks. In
order to achieve this goal, we apply an optimization-based approach, which for-
mulates the network restoration strategies under the global and local restora-
tion strategies as linear programming problems. In particular, we define the
minimum flow throughput scaling factor as the network restoration perfor-
mance metric and seek to maximize its value under these two strategies. Our
formulation explicitly incorporates the unique characteristics of wireless net-
work including the wireless interference and channel assignment. And based
on the LP solutions, we provide a greedy scheduling algorithm, which sched-
ules which edges and channels are active at each time slot, and a greedy static
channel assignment algorithm to avoid the channel switching overhead. To the
best of our knowledge, this is the first work that studies the jamming-resistant
network restoration problem in multi-radio multi-channel wireless mesh net-
works using an optimization-based approach.

The main contributions of this paper are as follows. First, we developed an
optimization-based framework for network restoration strategies under jam-
ming attacks in multi-radio multi-channel wireless mesh networks. Second, we
define two novel indices, transient disruption index and throughput degrada-
tion index, that quantitatively evaluate the performance of network restoration
strategies. Third, we provide a greedy scheduling algorithm, which schedules
both the network and jamming traffic. Fourth, we implement the solutions
of different optimization-based network restoration strategies, and provide ex-
tensive performance evaluations of the impact of jamming attacks in an exam-
ple multi-radio multi-channel wireless mesh network under different routing
restoration strategies and different network and jamming attack scenarios.

It is worth nothing that there are existing works on routing restoration over
wireline networks [5–11] under link failures. While these works also use an
optimization-based approach, their results, however, cannot be extended di-
rectly to routing restoration in multi-radio multi-channel wireless mesh net-
works under jamming attacks due to the different network resource types and
different network failure scenarios.

The remainder of this paper is organized as follows: Section 2 provides the
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network and jamming model. Section 3 describes our optimization-based rout-
ing and channel assignment formulation without jamming attacks. Section 4
presents our network restoration strategies under jamming attacks. Section 5
and Section 6 give the scheduling algorithm and the static channel assign-
ment algorithm based on the results of optimal routing. Section 7 defines the
performance degradation model. Section 8 shows our simulation results and
evaluates the performance of our routing restoration algorithms. Section 9
concludes our paper.

2 System Model

2.1 Normal Node Model

We consider a multi-radio multi-channel wireless mesh network and model it
as a directed graph G = (V, E, C), where v ∈ V represents a wireless node
in the network. We assume this network supports multi-radio multi-channel
wireless communication and uses a set of orthogonal wireless channels denoted
by C. For example, in the IEEE 802.11b standard, |C| = 3. We assume each
node v is equipped with κ(v) radios.

In this wireless network, we assume that the normal behavior of a wireless
node at the MAC layer follows the IEEE 802.11 wireless standard. All nodes
have a uniform transmission range denoted by RT and a uniform interference
range denoted by RI (RI ≤ RT ). A transmission edge e = (v, v′) ∈ ET is
formed if the distance between its two nodes r(v, v′) satisfies r(v, v′) ≤ RT ;
an interference edge e = (v, v′) ∈ EI is formed if the distance between its two
nodes r(v, v′) satisfies RT < r(v, v′) ≤ RI ; and E = ET

⋃
EI . We assume that

the data bit rate (wireless channel capacity) is the same for all edge using
channel c and denote it as φc. In IEEE 802.11 with RTS-CTS exchange, the
sending node need to hear the MAC layer acknowledgement from the receiving
node, therefore, it requires both the sending node and receiving node to be free
of interference. Therefore, packet transmission from node v to v′ is successful
if and only if (1) there is an transmission edge e = (v, v′) ∈ ET ; (2) node v and
v′ have radios that support a common channel c; (3) any other node v′′ ∈ V
within the interference range of the sending node v or the receiving node v′,
i.e., e = (v, v′′) ∈ ET

⋃
EI or e = (v′, v′′) ∈ ET

⋃
EI , is not transmitting on

channel c. Further we define interference set I(e), e ∈ ET which contains the
transmission edges that interfere with transmission edge e.

We assume any two nodes can communicate with each other in our wireless
mesh network. We call the traffic between any pair of nodes as a flow and
denote it as f ∈ F , where F is the set of all flows. The sending node of flow f
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is denoted as sf and the receiving node of flow f is denoted as rf . We use df to
denote the demand of flow f . The traffic of flow f will be routed over multiple
paths and multiple channels. We denote the amount of flow f ’s traffic being
routed on edge e over channel c as xf (e, c). The amount of all flows’ traffic on
edge e over channel c is then given by

∑
f∈F xf (e, c).

2.2 Jamming Node Model

Now we consider a wireless mesh network under jamming attacks. jc ∈ Jc

represents a wireless jammer node at channel c, where Jc is the set of all the
jammers detected at channel c and J is the set of all the jammers over all the
channels. It has a constant traffic generating rate 0 ≤ Gjc ≤ φc. We assume
all the jamming nodes have a uniform jamming range RJ . We do not consider
the underlying MAC protocol used by the jamming nodes in this paper and
assume that they are smart jammers that can totally occupy the channels
when sending jamming traffic. We use Jc(e), e ∈ ET

⋃
EI to denote the set of

jammers who have one or both of the two end nodes of the edge e within its
jamming range. We also use ET (jc) to denote the set of transmission edges
whose sending or receiving node is within the jamming range of jc. We assume
that two jammers are not within the jamming range of each other.

3 Routing and Channel Assignment without Jamming Attacks

We first study the routing and channel assignment problem in a multi-radio
multi-channel wireless mesh network when there is no jamming node in the
network. Here, we are intended in achieving the maximum throughput. Under-
standing this problem helps us to find a best strategy that can minimize the
performance degradation to defend against jamming attacks. Since the net-
work performance in a wireless network depends on the achievable channel ca-
pacity which in turn relies on the underlying scheduling algorithm, the optimal
routing and channel assignment problem is typically considered jointly with
scheduling. Under our network and traffic model, optimizing the performance
of a wireless mesh network via the joint design of routing, channel assignment,
and scheduling can be formulated as an integer linear programming problem
(ILP) [12–14], where the objective is to maximize the traffic throughput and
the constraints come from the fairness requirements and the wireless channel
capacity. To make the integer linear programming problem tractable, existing
approaches [12–14] usually solve its LP (linear programming) relaxation and
then scale the solution to achieve feasibility. Based on the results presented
in [13,14], the necessary conditions of channel assignment and scheduling for
a multi-radio multi-channel wireless network are summarized as follows:
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∀v ∈ V,
∑

c∈C

∑

v′∈V,
e=(v,v′)|(v′,v)∈ET

∑

f∈F

xf(e, c)

φc
≤ κ(v) (1)

∀c ∈ C, ∀e = (v, v′) ∈ ET ∪ EI ,
∑

e′=(v,v′′)|(v′′,v)|
(v′,v′′)|(v′′,v′)∈ET

∑

f∈F

xf (e′, c)
φc

≤ 1 (2)

Inequality (1) gives the node radio constraint. Recall that a wireless node
v ∈ V has κ(v) radios, and thus can only support κ(v) simultaneous commu-
nications. Inequality (2) shows the channel congestion constraint over an
individual channel. It says that for any channel c, the total traffic being routed
on any of the transmission edges incident on each of any two interfered nodes
should be no more than the channel capacity φc.

A common metric that characterizes the throughput of a given routing with
respect to a certain traffic demand set is the minimum flow throughput scaling
factor. This is the minimum, over all flows, of the actual flow throughput
being routed divided by its throughput demand. Formally, the minimum flow
throughput scaling factor λ among all the flows F is defined as follows.

λ = min
f∈F

λ(f), where (3)

λ(f) =
1

df
(
∑

c∈C

∑

v∈V,
e=(v,rf )

xf (e, c) − ∑

c∈C

∑

v∈V,
e=(rf ,v)

xf (e, c))

Note that in Equation (3),
∑

c∈C

∑
v∈V,

e=(v,rf )
xf (e, c) − ∑

c∈C

∑
v∈V,

e=(rf ,v)
xf (e, c) is

the amount of traffic received at the destination node rf of flow f over all the
channels.

The goal of the optimal multi-hop wireless routing problem is to maximize λ,
where at least λdf amount of throughput can be routed for flow f . This routing
optimization problem is formulated as the following linear programming (LP)
problem:
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maximize λ (4)

subject to

∀v ∈ V,
∑

c∈C

∑

v′∈V,
e=(v,v′)|(v′,v)∈ET

∑

f∈F

xf (e, c)

φc

≤ κ(v) (5)

∀c ∈ C, ∀e = (v, v′) ∈ ET ∪ EI ,
∑

e′=(v,v′′)|(v′′,v)|
(v′,v′′)|(v′′,v′)∈ET

∑

f∈F

xf (e′, c)
φc

≤ 1 (6)

∀f ∈ F, ∀v ∈ V − {sf , rf}
∑

c∈C

∑

v′∈V,
e=(v′,v)∈ET

xf (e, c) − ∑

c∈C

∑

v′∈V
e=(v,v′)∈ET

xf (e, c) = 0

(7)

∀f ∈ F,
∑

c∈C

∑

v∈V
e=(v,rf )∈ET

xf (e, c) − ∑

c∈C

∑

v∈V,
e=(rf ,v)∈ET

xf (e, c) = λdf (8)

∀f ∈ F, ∀c ∈ C, ∀e ∈ ET , xf(e, c) ≥ 0 (9)

In this formulation, Equation (5) and (6) come from the necessary conditions
of channel assignment and scheduling. Equation (7) and (8) are the flow con-
servation conditions. This formulation is a linear programming problem, which
can be solved by either a LP solver [15] or a fast approximation algorithm [16].

4 Optimal Restoration Strategies under Jamming Attacks

In our wireless mesh network, when jamming attacks happen, the throughput
performance of the network traffic around the jamming nodes is degraded.
The disrupted network traffic can be rerouted to use other intermittent nodes
away from the jamming area, and/or switched to another channel instead of
using the jammed channel. In order to calculate how to do the rerouting as
well as channel reassignment, based on the discussion of the optimal multi-
hop wireless routing and channel assignment problem, we proceed to study
the network restoration strategies under jamming attacks.

In our previous introduced necessary conditions of channel assignment and
scheduling, Inequality (2) shows the channel congestion constraint with-
out jamming attacks. For a wireless network under jamming attacks, the avail-
able network bandwidth is consumed partially by the jamming nodes. There-
fore, we need to include the jamming traffic into the channel congestion
constraint, which is defined as follows:
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∀c ∈ C, ∀e = (v, v′) ∈ ET ∪ EI ,
∑

e′=(v,v′′)|(v′′,v)|
(v′,v′′)|(v′′,v′)∈ET

∑

f∈F

xf (e′, c)
φc

+
∑

jc∈Jc(e)

Gjc

φc
≤ 1 (10)

Inequality (10) together with Inequality (1) gives the modified necessary condi-
tions of channel assignment and scheduling for a wireless mesh network under
jamming attacks.

We consider the network restoration via joint traffic rerouting and channel
re-assignment under global and local restoration strategies. Figure 1 shows a
simple example of the comparison of global and local restoration strategies.
In the global restoration strategy, all the flows will be rerouted when there
are jamming attacks, in order to achieve the optimal routing performance in
terms of scaling factor in the new network. In the local restoration strategy,
the affected flow paths will be rerouted locally. We formulate the optimal
restoration problem under each strategy using linear programming, from which
the best after-restoration throughput performance can be derived.

Flow2

Flow3

Flow1

Flow2

Flow3

Flow1

Flow2

Flow3

Flow1

Original flows Global restoration Local restoration

Fig. 1. Comparison of Global Restoration and Local Restoration.

4.1 Global Restoration

We first consider the global restoration strategy. Formally, let λJ be the mini-
mum flow throughput scaling factor of the new network. The global restoration
strategy is formulated as follows.
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maximize λJ (11)

subject to

∀v ∈ V,
∑

c∈C

∑

v′∈V,
e=(v,v′)|(v′,v)∈ET

∑

f∈F

xf (e, c)

φc

≤ κ(v) (12)

∀c ∈ C, ∀e = (v, v′) ∈ ET ∪ EI ,
∑

e′=(v,v′′)|(v′′,v)|
(v′,v′′)|(v′′,v′)∈ET

∑

f∈F

xf (e′, c)
φc

+
∑

jc∈Jc(e)

Gjc

φc
≤ 1

(13)
∑

c∈C

∑

v′∈V,
e=(v′,v)∈ET

xf (e, c) − ∑

c∈C

∑

v′∈V
e=(v,v′)∈ET

xf (e, c) = 0 (14)

∀f ∈ F,
∑

c∈C

∑

v∈V
e=(v,rf )∈ET

xf (e, c) − ∑

c∈C

∑

v∈V,
e=(rf ,v)∈ET

xf (e, c) = λJ df (15)

∀f ∈ F, ∀c ∈ C, ∀e ∈ ET , xf(e, c) ≥ 0 (16)

This formulation is similar to the previous formulation (3) except Inequal-
ity (13). This formulation gives the greatest flexibility in choosing the restora-
tion routes and channels.

4.2 Local Restoration

We then consider the local restoration strategy. First we need to find the
bypass flows that need to be partially routed away from the jamming area.
For these flows, their immediate upstream and downstream nodes surrounding
the jamming area should remain unchanged.

4.2.1 Bypass Flows

For a jamming node jc and a flow f , we denote inf (jc) as the set of nodes that
are within the jamming area of jc, pref(jc) as the set of nodes sending data
of f directly to one or more nodes in inf(jc) and post(jc) as the set of nodes
receiving data of f directly from one or more nodes in inf (jc). We also define
a set of bypass flows bf of flow f in the new network. bf (v, v′, jc) is a bypass
flow of flow f caused by jamming node jc, with sending node v and receiving
node v′ , which is defined as
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∀jc ∈ Jc, ∀v ∈ pref(jc), ∀v′ ∈ post(jc),

bf (v, v′, jc) ∈ bf (17)

Algorithm: Computing Bypass Flows of Flow f

In A flow f , a channel c, xf (e, c), and a jamming node jc

Out A set of bypass flows bf , traffic demands dbf

1 For each node v ∈ V , if r(v, jc) ≤ RJ , add v to the inf (jc) set

2 For each node v, v′ ∈ V , if (v, v′) ∈ ET and v′ ∈ inf (jc), add v to the
pref (jc) set

3 For each node v, v′ ∈ V , if (v, v′) ∈ ET and v ∈ inf (jc), add v′ to the
postf(jc) set

4 For each node v ∈ postf(jc), compute the ratio of the traffic of flow f ,
passing the jamming area of jc, that is received at node v′:

ratiof (jc, v) =

∑
v′∈inf (jc),e=(v′,v)

xf (e,c)
∑

v′∈inf (jc),w∈postf (jc),e=(v′,w)
xf (e,c)

5 For each node v ∈ pre(jc), compute the demand of the traffic of flow f ,
entering the jamming area of jc, that is sent from node v:

df (v, jc) =
∑

v′′∈inf (jc),e=(v,v′′) xf (e, c)

6 For each node v ∈ pre(jc), v′ ∈ post(jc), compute a sub-bypass flow
bv,v′,jc, the traffic demand of bv,v′,jc:

dbf
(v, v′, jc) = df (v, jc) · ratiof (jc, v

′)
Table 1
Algorithm for Computing Bypass Flows

Table 1 presents the algorithm for computing the bypass flows of a given flow
for a single jamming node under a given channel. This bypass flow computation
is independently applied to all flows, all jamming nodes, and all channels.

4.2.2 Optimal Bypass Restoration

We use xbf (v,v′,jc)(e, c) to denote the traffic demand of bf (v, v′, jc) that is routed
over edge e and channel c. Because the bypass flows need to share the wire-
less channel capacity with the original flows, both of them need to be scaled
again. This scaling factor is denoted as λb. The local restoration problem is
formulated as follows:
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maximize λJ (18)

subject to

∀v ∈ V,
∑

c∈C

∑

v′∈V,
e=(v,v′)|(v′,v)∈ET

∑

f∈F

(
λbxf (e, c)

φc

+
∑

jc∈Jc,
u∈pre(jc),
u′∈post(jc)

xbf (u,u′,jc)(e, c)

φc

) ≤ κ(v)

(19)

∀c ∈ C, ∀e = (v, v′) ∈ ET ∪ EI ,

∑

e′=(v,v′′)|(v′′,v)|
(v′,v′′)|(v′′,v′)∈ET

∑

f∈F

(
λbxf (e′, c)

φc
+

∑

jc∈Jc,
u∈pre(jc),
u′∈post(jc)

xbf (u,u′,jc)(e
′, c)

φc
) +

∑

jc∈Jc(e)

Gjc

φc
≤ 1

(20)

∀f ∈ F, ∀jc ∈ Jc, u ∈ pre(jc), u
′ ∈ post(jc), ∀v ∈ V − {u, u′},

∑

c∈C

∑

w∈V,
e=(w,v)∈ET

xbf (u,u′,jc)(e, c) −
∑

c∈C

∑

w∈V,
e=(v,w)∈ET

xbf (u,u′,jc)(e, c) = 0 (21)

∀f ∈ F, ∀jc ∈ Jc, u ∈ pre(jc), u
′ ∈ post(jc),∑

c∈C

∑

v∈V,
e=(v,u′)∈ET

xbf (u,u′,jc)(e, c) −
∑

c∈C

∑

v∈V,
e=(u′,v)∈ET

xbf (u,u′,jc)(e, c) = λbdbf
(u, u′, jc)

(22)

∀f ∈ F, ∀jc ∈ Jc, u ∈ pre(jc), u
′ ∈ post(jc), ∀c ∈ C, ∀e ∈ ET ,

xbf (u,u′,jc)(e, c) ≥ 0 (23)

λJ = λλb (24)

In this formulation, Inequality (19) and (20) come from the necessary con-
ditions of channel assignment and scheduling for both the original flows and
the bypass flows. Equation (21) and (22) are the flow conservation conditions
for the bypass flows. λbxf (e, c) is the scaled traffic of flow f that is routed
over edge e and channel c, and λbdbf

(u, u′, jc) is the scaled traffic demand of a
bypass flow bf (u, u′, jc). λJ is calculated as the scaling factor λ of the network
without jamming nodes multiplies the new scaling factor λb.

Note that since we use multiple channels, a flow that is jammed by a jamming
node jc under channel c can use all the available channels for rerouting.
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5 Scheduling with Dynamic channel Assignment under Jamming
Attacks

Both the global restoration and the local restoration strategies are based on
linear programming, which give an upper bound on the achievable network
throughput. We use the results from the LP solutions to schedule which edges
and channels are active at each time slot. We consider the dynamic channel
assignment problem, where a radio may need to switch to a different channel
at different time slots. Dynamic channel assignment provides the maximum
flexibility in channel assignment and scheduling. Since the scheduling problem
is NP-hard, we use a greedy approach to solve it.

After we solve the LP problems for the global restoration and the local restora-
tion strategies, we have a set of flows assigned to edges that have been assigned
to different channels. We now begin to schedule both the network traffic on
the edges and the jamming traffic. The algorithm is shown in Table 2. In this
algorithm, I(e∗) is the set of transmission edges that interfere with edge e∗

and E(j∗c ) is the set of transmission edges that are within the jamming range
of jammer j∗c .

We use N to denote the maximum number of time slots taken by all the
edge-channel pairs. The new scaling factor λJ

S after scheduling is calculated
as:

λJ
S =

λJ

N · τ (25)

6 Static Channel Assignment under Jamming Attacks

Although dynamic channel assignment provides the maximum flexibility in
channel assignment and scheduling, it also results in channel switching over-
head. We further consider the static edge channel assignment problem, where
a channel is assigned to an edge at the beginning and will remain fixed over
all time slots. The static channel assignment problem is also NP-hard and we
use the greedy approach to solve this problem.
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Algorithm: Greedy Scheduling

In Calculated xf (e, c) using LP

Out Each transmission edge is associated with a set of colors from the small-
est to the highest, which denotes the time slots the edge is scheduled

1 Calculate the amount of all flows’ traffic on transmission edge e over
channel c: ∀c ∈ C,∀e ∈ ET , x(e, c) =

∑
f∈F xf (e, c)

// Initialize the edge-channel color set

2 ∀c ∈ C,∀e ∈ ET , associate a null color set to the pair (e, c)

// Initialize the node color set

3 ∀v ∈ V , associate a null color set to the node v

// Initialize x′(e, c), which denotes the residual traffic on edge e

4 ∀c ∈ C,∀e ∈ E, x′(e, c) = x(e, c)

// Initialize G′
jc

, which denotes the residual traffic on jamming jc

5 ∀c ∈ C,∀jc ∈ Jc, G
′
jc

= Gjc

// Schedule all the network traffic and jamming traffic

6 While
∑

c∈C

∑
e∈E x′(e, c) +

∑
c∈C

∑
jc∈Jc

G′
jc
≥ 0

// Consider edge e with the highest residual traffic

7 max edge traf = maxe∈E x′(e, c)

8 (e∗, c∗) = arg maxe∈E x′(e, c)

// Consider jammer jc with the highest residual traffic

9 max jam traf = maxjc∈J Gjc

10 j∗c = arg maxjc∈J Gjc

11 If max edge traf ≥ max jam traf

// Schedule the network traffic on the edge

12 ∀e′ ∈ I(e∗), find the smallest color k1, that has not been added in
the color set of the pair (e′, c∗)

13 e∗ = (v, v′), find the smallest color k2, that has not occurred κ(v)
times in the color set of the node v and has not occurred κ(v′) times in
the color set of the node v′

14 k = max(k1, k2)

15 ∀e′ ∈ I(e∗), add color k to the color set of the pair (e′, c∗)

16 add color k to the color set of the nodes v and v′

17 x′(e∗, c∗) = x′(e∗, c∗) − φcτ , where τ is the length of a time slot
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Algorithm: Greedy Scheduling (continued)

18 Else

// Schedule the jamming traffic

19 ∀e′ ∈ E(j∗c ), find the smallest color k that has not been added in
the color set of the pair (e′, c)

20 ∀e′ ∈ E(j∗c ), add color k to the color set of the pair (e′, c)

21 G′
j∗c = G′

j∗c − φcτ , where τ is the length of a time slot

22 end If

23 end While
Table 2
Algorithm for Greedy Scheduling

6.1 Constraint Set

Note that in the definition of the necessary conditions of channel assignment
and scheduling, the node radio constraint and the channel congestion
constraint have a common structure. On the left sides of Inequality (1)
and (10), we have L sets, each of which is composed of (edge, channel) pairs;
on the right sides of these inequalities, we have L fixed values, where L is the
number of all the expanded inequalities without the ∀ sign.

We use S1, S2, ..., SL to denote the sets of (link, channel) pairs and use βS1 −
GS1 , βS2 −GS2 , ..., βSL

−GSL
to denote their corresponding values. If Si comes

from the node radio constraint, βSi
= κ(v)φc; if Si comes from the channel

congestion constraint, βSi
= φc. If Si comes from the node radio con-

straint, GSi
= 0; if Si comes from the channel congestion constraint,

GSi
=

∑
jc∈Jc(e) Gjc . Therefore, the general form of Inequality (1) and (10)

using constraint sets is defined as follows:

∀i ∈ 1, 2, ..., L,
∑

(e,c)∈Si

xf (e, c) ≤ βSi
− GSi

(26)

6.2 Static Channel Assignment

We use a greedy approach in solving the static channel assignment problem.
Our static channel assignment algorithm is shown in Table 3. We calculate the
amount of all flows’ traffic over all the channels on edge e and denote it as x(e).
For simplicity, we assume that only one channel can be assigned to a given
edge. Therefore, x(e) is assigned to one particular channel assigned to edge
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e. The input xf (e, c) of the algorithm is the amount of flow f ’s traffic being
routed on edge e over channel c xf (e, c), calculated using LP. The output
x(e, c) is the amount of traffic being assigned to edge e over one particular
channel c. The basic idea of our static channel assignment algorithm is to
distribute the load on the constraint sets as much as possible among the given
channels.

Algorithm: Static Channel Assignment

In Calculated xf (e, c) using LP

Out New assigned x(e, c)

1 Calculate the amount of all flows’ traffic on edge e over channel c: ∀c ∈
C,∀e ∈ ET , x(e, c) =

∑
f∈F xf (e, c)

2 Calculate the amount of all flows’ traffic over all the channels on edge
e: ∀e ∈ ET , x(e) =

∑
c∈C x(e, c)

// T (e, c) denotes the constraint sets that contain the pair (e, c)

// lS denotes the total traffic that has been assigned to constraint set S;
it is originally equal to the jamming traffic

3 lS = GS

// Eleft denotes the set of the unassigned edges

4 Eleft = E

5 While
∑

e∈E x(e) ≥ 0

6 For ∀e ∈ Eleft

7 ∀c ∈ C,m(e, c) = maxS∈T (e,c) lS/βS

8 w(e) = minc∈C m(e, c)

9 b(e) = arg minc∈C m(e, c)

10 end For

11 e∗ = arg mine∈Eleft
w(e)

12 Assign e∗ to channel b(e∗)

13 ∀S ∈ T (e∗, b(e∗)), lS = lS + x(e∗)

14 x(e∗, b(e∗)) = x(e∗);∀c �= b(e∗), x(e∗, c) = 0

15 x(e∗) = 0

16 Eleft = Eleft − {e∗}
17 end While

Table 3
Algorithm for Balanced Static Channel Assignment

Once we get the results of static channel assignment, we can use the similar
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scheduling algorithm described in Section 5 to schedule both the network and
jamming traffic.

7 Performance Degradation Model

A fundamental research challenge for choosing the restoration strategy is to
understand its tradeoff between the time and overhead involved in repairing
the failed traffic path(s) and the traffic throughput and network congestion af-
ter restoration. To study this issue, we first define two novel indices, transient
disruption index (TDI), which is based on the repair overhead for the failed
traffic path(s) during restoration, and throughput degradation index (THI),
which characterizes throughput degradation of the new network after restora-
tion.

7.1 Transient Disruption Index (TDI)

We use the number of modified routing table entries as an estimate of the
repair overhead for the failed path(s). For local repair, only the boundary
nodes outside the jamming area will try to find the alternative paths in the
vicinity. Local repair therefore involves fewer routing table entry modifications
and less recovery time. For global repair, the source node initiates a new route
discovery, which takes more time than local repair and involves more routing
table entry modifications. We use rv(c, v

′) to denote a routing table entry of
node v’s routing table. At a given channel c, it is calculated as the ratio of
the total traffic of all the flows sending from node v to its next-hop node v′ to
the total traffic of all the flows receiving at node v. Its corresponding routing
table entry for the new network under jamming is denoted as r∗v(c, v

′). All the
routing table entries of the nodes in the network G is denoted as r(G). The
transient disruption index (TDI) can be quantitatively defined as follows:

TDI =
1

|r(G)|
∑

c∈C,
v∈V,v′∈V,v �=v′

rv(c, v
′) �= r∗v(c, v

′) (27)

7.2 Throughput Degradation Index (THI)

We use the changes of the minimum flow throughput scaling factor λ as an
estimate of the throughput degradation of the new network. For local repair,
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only the flows affected by the jamming area will be rerouted. Local repair
therefore achieves partially optimal utilization of the network. For global re-
pair, all flows in the network will be considered in order to get an optimal
utilization of the network. The throughput degradation index (THI) can be
defined as a function of the minimum flow throughput scaling factor λJ of
the new network and the original optimal minimum flow throughput scaling
factor λ:

THI = 1 − λJ

λ
(28)

8 Performance Evaluation

This section evaluates the performance of our optimal network restoration
strategies under different network and jamming attack scenarios.

8.1 Simulation Setup
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Fig. 2. Example Wireless Mesh Network.

In the simulated wireless mesh network, 54 wireless nodes are randomly de-
ployed over a 1800 × 1080m2 region. Each node has a transmission range of
250m and an interference range of 250m. The channel capacity φc(c ∈ C) is
set as 1Mbps. We have 3 randomly distributed jamming nodes in the network,
each of which has a jamming range (RJ) of 100m or 200m. The traffic gen-
erating rates of the jammers are from 0.2Mbps to 0.8Mbps. The simulated
network topology is shown in Figure 2. There are 5 flows in the network with
randomly selected sources (node number 0-4) and destinations (node number
10-14). All the flows have the same traffic demand of 1Mbps.
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We evaluate the performance of the global restoration and local restoration
under two scenarios:

• Single channel, where all the network nodes and jamming nodes use the
same channel.

• Multiple channels, where all the network nodes and jamming nodes use
multiple channels and |C| = 5. Each network node is equipped with multiple
radios. Jammers are able to send jamming traffic over all the channels. 1

8.2 Simulation Results

8.2.1 Single Channel
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Fig. 3. TDI of Global Restoration and Local Restoration under Single Channel
Scenario.
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Fig. 4. THI of Global Restoration and Local Restoration under Single Channel
Scenario.

We first calculate the values of TDI and THI of global restoration and local
restoration under single channel scenario with various jamming traffic gener-
ating rates and various jamming ranges. The simulation results of TDI and
THI are shown in Figure 3 and 4, respectively.

1 Considering the multiple channels scenario, a strong assumption of our previous
work [17] is that the number of channels is equal to the number radios. Therefore,
each channel is assigned to a fixed radio and there is no channel switching during
the network transmission. This paper remove this assumption.
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8.2.2 Multiple Channels
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Fig. 5. TDI of Global Restoration and Local Restoration under 5-Channel-3-Radio
Scenario using Dynamic Channel Assignment.
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Fig. 6. TDI of Global Restoration and Local Restoration under 5-Channel-3-Radio
Scenario using Static Channel Assignment.
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Fig. 7. THI of Global Restoration and Local Restoration under 5-Channel-3-Radio
Scenario using Dynamic Channel Assignment.

We then calculate the values of TDI and THI of global restoration and lo-
cal restoration under multiple channels scenario with various jamming traffic
generating rates and various jamming ranges, using both dynamic channel
assignment and static channel assignment. The results of 5-channel-3-radio
scenario are shown in Figure 5, 6, 7, and 8, and the results of 5-channel-5-
radio scenario are shown in Figure 9, 10, 11, and 12, respectively.

From these figures, we can see that the transient disruption of the global
restoration is much higher than that of the local restoration; however, the
throughput degradation is lower in the global restoration. And when the jam-
ming range is 200m, the values of both TDI and THI are higher than when
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Fig. 8. THI of Global Restoration and Local Restoration under 5-Channel-3-Radio
Scenario using Static Channel Assignment.
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Fig. 9. TDI of Global Restoration and Local Restoration under 5-Channel-5-Radio
Scenario using Dynamic Channel Assignment.
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Fig. 10. TDI of Global Restoration and Local Restoration under 5-Channel-5-Radio
Scenario using Static Channel Assignment.
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Fig. 11. THI of Global Restoration and Local Restoration under 5-Channel-5-Radio
Scenario using Dynamic Channel Assignment.
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Fig. 12. THI of Global Restoration and Local Restoration under 5-Channel-5-Radio
Scenario using Static Channel Assignment.

the jamming range is 100m. From these figures, we can also see that the
transient disruption of both the global and local restorations is not changed
too much as the traffic generating rate of the jammers increased. This is be-
cause no matter how fast the jamming rate is, the routing table entries always
need to be modified; and the number of the modifications is not affected by
the jamming rate. The throughput degradation of both the global and local
restorations increases as the traffic generating rate of the jammers increased.

8.3 Comparison of TDI and THI under Various Scenarios

TDI Global Global Local Local

Restoration Restoration Restoration Restoration

(RJ200m) (RJ100m) (RJ200m) (RJ100m)

5-channel

3-radio 34.74% 31.85% 26.18% 15.75%

5-channel

5-radio 35.77% 34.66% 30.77% 19.88%
Table 4
Average TDI Comparison using Dynamic Channel Assignment

We further compare the average values of TDI and THI over all the jamming
traffic sending rates under multiple channels scenarios with different jamming
ranges RJ . The results are shown in Table 4, 5, 6, and 7, respectively. Com-
paring the results in Table 4 and 5 between the first line and the second line,
we can see that the transient disruption under 5-channel-3-radio scenario is
lower than that of 5-channel-5-radio scenario; this is because the network is
more complicated under 5-channel-5-radio scenario. Comparing the results in
Table 4 and 5, we can see that the transient disruption under static chan-
nel assignment is lower than that under dynamic channel assignment; this is
because dynamic channel assignment involves channel switching overhead.
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TDI Global Global Local Local

Restoration Restoration Restoration Restoration

(RJ200m) (RJ100m) (RJ200m) (RJ100m)

5-channel

3-radio 21.10% 18.94% 19.47% 17.21%

5-channel

5-radio 22.72% 19.86% 19.87% 17.81%
Table 5
Average TDI Comparison using Static Channel Assignment

THI Global Global Local Local

Restoration Restoration Restoration Restoration

(RJ100m) (RJ200m) (RJ100m) (RJ200m)

5-channel

3-radio 15.26% 24.96% 36.60% 40.51%

5-channel

5-radio 20.40% 30.76% 38.14% 41.01%
Table 6
Average THI Comparison using Dynamic Channel Assignment

THI Global Global Local Local

Restoration Restoration Restoration Restoration

(RJ100m) (RJ200m) (RJ100m) (RJ200m)

5-channel

3-radio 17.71% 22.43% 20.86% 35.06%

5-channel

5-radio 20.45% 36.30% 35.59% 39.47%
Table 7
Average THI Comparison using Static Channel Assignment

Comparing the results in Table 6 and 7 between the first line and the sec-
ond line, we can see that the throughput degradation of the 5-channel-3-radio
scenario is lower than that of the 5-channel-5-radio scenario. Based on the
necessary conditions of channel assignment and scheduling, the throughput
performance are based on two factors: the number of radios and the avail-
able network capacity besides jamming. Under the 5-channel-3-radio scenario,
the number of radios also limits the achievable throughout, so the impact of
jamming is not very dominant.
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8.4 Comparison of λ under Various Scenarios

As we mentioned earlier, the result derived from the linear programming for-
mulation of the network restoration problem gives an upper bound on the
achievable network throughput. And dynamic channel assignment provides
the maximum flexibility in channel assignment and scheduling, so it achieves
higher network throughput than static channel assignment. Previously, we
have compared the performance of our optimal network restoration strate-
gies under different network and jamming attack scenarios. In order to in-
vestigate the relationship among dynamic channel assignment, static channel
assignment and the performance upper bound, we compare the value of the
minimum flow throughput scaling factor λ under various scenarios.

λ single channel 5-channel 5-channel

single radio 3-radio 5-radio

Upper Bound 0.2555 1.0 1.2777

Dynamic Channel Assignment 0.0979 0.3189 0.3811

Static Channel Assignment 0.0786 0.1463 0.1677
Table 8
Comparison of λ without Jamming Attacks

The original values of λ using linear programming, dynamic channel assign-
ment, and static channel assignment for single channel, 5-channel-3-radio, and
5-channel-5-radio scenarios without jamming attacks are shown in Table 8.
Comparing the results from top to bottom, we can see that under all the net-
work configurations, the values of λ using linear programming (performance
upper bound) are higher than those using dynamic channel assignment, which
in turn are better than those using static channel assignment. The perfor-
mance gap is caused by the feasibility of scheduling under two different radio
operation models (i.e., dynamically switching and fixed binding).

Table 9, 10, and 11 further compare the average values of λ over all the jam-
ming traffic sending rates using different restoration strategies under different
network configuration scenarios. Comparing the values of λ shown in the same
cell in Table 9, 10, and 11, we can see that the global restoration scheme per-
forms better than the local restoration scheme under all scenarios 2 . We also
observe that when the number of radios increases from 3 to 5 in a 5-channel
network, the network restoration scheme with dynamic channel assignment
shows improved performance. This shows that the dynamic channel assign-
ment could well explore the additional radio resources in the restoration. Yet

2 Under single channel single radio scenario, there is no need to consider the static
channel assignment.
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λ single channel 5-channel 5-channel

single radio 3-radio 5-radio

Global Restoration

(RJ = 100m) 0.1984 0.8750 0.9922

Global Restoration

(RJ = 200m) 0.1738 0.7813 0.8690

Local Restoration

(RJ = 100m) 0.1644 0.5977 0.6389

Local Restoration

(RJ = 200m) 0.1385 0.5695 0.6389
Table 9
Average λ Comparison of Performance Upper Bound

λ single channel 5-channel 5-channel

single radio 3-radio 5-radio

Global Restoration

(RJ = 100m) 0.0806 0.2702 0.3033

Global Restoration

(RJ = 200m) 0.0724 0.2393 0.2639

Local Restoration

(RJ = 100m) 0.0707 0.2022 0.2357

Local Restoration

(RJ = 200m) 0.0610 0.1897 0.2248
Table 10
Average λ Comparison using Dynamic Channel Assignment

in the case of static channel assignment, increasing the number of radios may
not bring much additional performance gain due to its greedy channel assign-
ment strategy which may use a sub-optimal assignment scheme.

9 Concluding Remarks

This paper investigates the network restoration problem in multi-radio multi-
channel wireless mesh networks under jamming attacks. The proposed de-
fense strategy dynamically adjusts the channel assignment and traffic routes
to bypass the jamming area. Two restoration strategies, namely global restora-
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λ single channel 5-channel 5-channel

single radio 3-radio 5-radio

Global Restoration

(RJ = 100m) 0.1204 0.1334

Global Restoration

(RJ = 200m) 0.1150 0.1085

Local Restoration

(RJ = 100m) 0.1158 0.1080

Local Restoration

(RJ = 200m) 0.0950 0.1015
Table 11
Average λ Comparison using Static Channel Assignment

tion and local restoration, are studied in this paper. The goal is to minimize
the performance degradation caused by the jamming attack. To achieve this
goal, this paper applies an optimization-based approach which formulates
network restoration strategies under jamming attacks in multi-radio multi-
channel wireless mesh networks as linear programming problems and based
on the LP solutions, it provides a greedy scheduling algorithm to schedule
both the network and jamming traffic. And it further provides a greedy static
edge channel assignment algorithm, and compares it with the dynamic edge
channel assignment algorithm. Network performance of these optimal network
restoration strategies are evaluated via comprehensive simulation study under
different jamming attack scenarios.
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