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ABSTRACT
Deployment of Advanced Metering Infrastructures (AMIs)
brings numerous new privacy concerns. The governments
and standard organizations are responding to these concerns
by developing guidelines and policies for AMIs. In USA,
the June 2011 smart grid policy framework report exam-
ines privacy issues [11]. In accordance with the Federal Fair
Information Practice (FIP) principles, the report recom-
mends that State and Federal regulators consider methods
which ensure the protection of consumers’ detailed energy
usage. Recent standardization guidelines (e.g., the NIST-IR
7628 [1]) and regulations by the state public utility com-
missions (e.g., California (Docket No. 08-12-009), Colorado
(Docket No. 10R-799E)) refer to the key FIP principle of
data minimization by stating that AMIs should only col-
lect the data necessary for Smart Grid operations. Despite
the fact the data minimization is acknowledged as a key
requirement, the technical criteria on selection of sampling
intervals in AMIs are notably absent. In this paper we ap-
proach the question of privacy-enabling design of smart me-
ter sampling intervals for Demand-Response (DR) schemes
as a Cyber-Physical System (CPS) problem. In particular,
we introduce the problem of choosing the optimal sampling
intervals in AMIs subject to the performance constraints of
DR schemes. Our goal is to draw attention to the trade-offs
between the privacy-aware sampling and the desired prop-
erties of DR schemes modeled as closed-loop systems.

1. INTRODUCTION
Smart grid refers to the modernization of the power grid
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infrastructure with new technologies to enable a more ef-
ficient networked control system, with the goal of improv-
ing the system reliability and providing more transparency
and choices to electricity consumers. On the consumption
side, Advanced Metering Infrastructures (AMIs) refer to the
new electricity metering systems that are replacing old me-
chanical meters. The term “smart meters” denotes the new
embedded devices that provide two-way communications be-
tween the utility and the consumer. These devices permit
the utilities to avoid sending the personnel to read the me-
ters on-site, and also provide several new capabilities: e.g.,
monitoring of network-wide and individual electricity con-
sumption, faster remote diagnosis of outages, remote discon-
nect options, and automated power restoration. The AMIs
also improve the consumers’ access to their energy usage
information (including the sources of electricity, renewables
or otherwise) and promote the implementation of Demand
Response (DR) schemes.

However, the AMIs also introduce new privacy threats to
residential consumers because these devices permit large-
scale data collection. This makes individual household data
available at unprecedented levels of disaggregation. Moni-
toring energy consumption with high-granularity can allow
the inference of detailed information about consumers’ lives.
This includes the times when consumers eat, watch TV, take
a shower, and whether they tend to use microwave/stove for
cooking, the types of appliances they own, and the periods
that they are inside/outside their homes. Such information
is highly valuable to advertising companies [7], law enforce-
ment [16], and criminals [15].

In addition to the aforementioned technological capabili-
ties, the current regulatory and judicial environments per-
mit to reuse the household consumption data gathered by
AMIs, which could lead to revelation and exploitation of
consumers’ personal identities [26]. While the utility com-
panies do have the responsibility of protecting AMI records,
this data can be shared with third parties by the consumers
who are unaware of the exposure of their privacy, or by the
utility companies themselves. For e.g., in Oklahoma [4] the
utility company owns the meter data and it is “authorized
to share customer data without customer consent with third
parties who assist the utility in its business and services, as
required by law, in emergency situations, or in a business
transaction such as a merger”.

Finally, the AMIs could be themselves subject to security
attacks. Such attacks could be implemented by outsiders
(e.g., computer hackers) capable of exploiting vulnerabilities
of data transmission networks and storage devices, or rogue



insiders (e.g., disgruntled employees) working for the utility
company.

In response to these concerns, governments and standard
organizations are engaged in the development of privacy
standards and policies to guide AMI deployments. In the
United States, the June 2011 smart grid policy framework
report by the Executive Office of the President has examined
privacy issues [11]. The report recommends that as a start-
ing point, the State and Federal regulators consider methods
to ensure that consumers’ detailed energy usage data is pro-
tected in a manner consistent with federal Fair Information
Practice (FIP) Principles. The key principle of data mini-
mization entails the notion of privacy-by-design [10].

The NIST-IR guidelines [1] for privacy protection in smart
grid deployments state that utilities should “limit the collec-
tion of data to only that is necessary for Smart Grid opera-
tions”. The same principle is worded differently in the rules
and regulations to protect the privacy of consumers in Cali-
fornia and Colorado who have smart meters in their homes.
For example, the privacy rules of California Public Utility
Commission (CPUC) [3] for smart meters state that utilities
“shall collect, store, use and disclose only as much covered
information as is reasonably necessary or as authorized by
the commission to accomplish a specific primary purpose”.

While these principles and regulations are clearly neces-
sary, further technical criteria are needed to fully realize
their benefits. At present, there are no clear guidelines on
the selection of sampling intervals used in AMIs. To the
best of our knowledge, the utilities routinely select meter-
ing frequencies based on rules-of-thumb without using sound
analytical criteria. For e.g., in countries like Japan, China
and USA, these frequencies range from 10-minute to 4-hour
intervals.

Indeed, the optimal sampling intervals (or collection rates)
may differ depending on the performance requirements. Thus,
it is necessary to characterize the trade-off between data
minimization and performance objectives. There are many
legitimate reasons for utilities to gather fine-grained smart
meter data–e.g., to inform customers about their consump-
tion patterns, and for dispute resolution or fraud detection.
Still, the primary reason for gathering fine-grained samples
of residential consumers’ energy usage is to enable residen-
tial DR schemes.

In this brief paper we approach the problem of privacy-
aware sampling in AMIs by modeling the sampling rate as a
design parameter. The sampling rate determines the privacy
properties of the system and at the same time it affects
the performance of DR schemes. We outline our approach
of characterizing the trade-off between increased sampling
rate (thus enhancing privacy) in AMIs and the closed-loop
performance of DR systems.

2. RELATED WORK
We now review the recent efforts to address privacy related

issues in AMI deployments. Firstly, privacy can be improved
by using selective load control and power mixing of a number
of electricity sources. A local source of power can be used
to shape the electricity usage collected at the meter and
prevent the inferences that can be made with Non-Intrusive
Load Monitoring (NILM) [8, 17]. Future smart homes will
contain a variety of energy storage and generation devices
that can make this solution feasible. Kalogridis et.al. [21]
have proposed the use of power routing to prevent attackers

from using energy consumption data to infer the usage pat-
terns of home appliances. In particular, the authors propose
a load signature moderator as a way of shaping load signa-
tures in a home. An example would be a kettle drawing 2kW
of power when switched on; the power router could be con-
figured so that 1kW is supplied from a solar panel, 0.5kW
from a battery, and 0.5kW from the main electricity supply.
In this case, the attackers monitoring the metered data will
be unable to identify the signatures of these devices. This
work has been extended by McLaughlin et.al. [27], who ana-
lyzed the challenges of introducing a battery into a residen-
tial setting, providing better privacy guarantees, and simu-
lating different scenarios with real-world data. The use of
local generation to shape the electricity consumption signals
is an intuitive idea. These papers have considered residential
electricity consumption devices—such as TED [5] or Current
Cost [2]–and not smart meters. Indeed, several challenges
need to be addressed to facilitate large-scale penetration of
local generation and storage devices, including additional
operational costs, battery maintenance costs, etc.

Secondly, privacy can be improved via data aggregation [24,
34]. These papers suggest to store only the result of compu-
tations (e.g., sum of meter readings) while deleting individ-
ual meter readings. Aggregation can be done at a collection
point (e.g., utility server) or in the network (i.e., in-network
aggregation with smart meters). Aggregating at a collection
point still has the vulnerability of a single point of failure
where the adversary can attack to obtain the data before it
is aggregated. But performing in-network aggregation is ex-
pensive for the resource-constrained meters, and this might
require updating millions of meters that are already de-
ployed. A related approach is differential privacy [6], which
can also be used to share aggregated smart grid data with
third parties while preventing the identification of the pat-
terns of a single consumer. However, the latter approach
still requires the utility to store the original database of user
consumption patterns.

Thirdly, the privacy of smart meters can be improved by
using cryptographic techniques [23, 30]. These methods can
be used to prove the validity of monthly payments, while
keeping electricity consumption private. A significant lim-
itation of the protocols suggested by these papers is the
requirement of zero-knowledge proofs which are computa-
tionally expensive for most smart meters. Thus, these ap-
proaches requires additional hardware deployed at the con-
sumer locations. In addition, they mostly focus on the pre-
vention of billing frauds, and do not directly address the
issues in DR schemes, where the utility needs to obtain ac-
curate electricity consumption readings (possibly from indi-
vidual meters).

The aforementioned three approaches (mixing, aggrega-
tion, and the use of cryptographic techniques) are indeed
promising, but suffer from the limitation of extra costs due
to real-time computation and communication requirements.
Moreover, they do not address the privacy-by-design prin-
ciple of data minimization; i.e., what is the minimum data
collection frequency that still allows the utilities to efficiently
perform advanced smart grid operations, including load man-
agement and demand-response?

The closest work to the problem we consider in this paper
is the research of Sankar et.al. [33], who studied the tradeoff
between sharing data versus withholding data among Re-
gional Transmission Organizations (RTOs). However, there



are fundamental differences with our work. First, Sankar
et.al. address privacy by quantization, our approach consid-
ers sampling (not quantization) as a fundamental design pa-
rameter for preserving privacy. Second, Sankar et.al. study
the problem of estimating the state of the power grid ac-
curacy by aggregating information from multiple RTOs; in
contrast, we use well-known results from control theory to
identify optimal sampling intervals to preserve the desired
closed-loop properties of DR schemes viewed as discrete-
time control systems. Third, we focus on the end consumers
at the distribution networks, and not on the information
sharing between corporate RTOs in the bulk transmission
systems.

In comparison to [33] which focuses on how privacy per-
tains to corporations (data sharing), we focus on individual
privacy as in [32]. Individual privacy is the right of deter-
mining to what extent the individual’s thoughts, sentiments,
and emotions are communicated to others [37]. Historically,
this right has been tied to uniquely human interests such
as human flourishing (by helping individuals avoid embar-
rassment — which stunts social development and growth),
human dignity, respect, autonomy, and helping individuals
construct intimacy to others [22]. While corporations clearly
have an interest in maintaining the confidentiality of certain
information, it is debatable whether it is really identical to
the concept of individual privacy; see e.g., [18]. When deal-
ing with a corporation or organization’s proprietary infor-
mation, statutes typically use the term “confidentiality”, as
opposed to “privacy”. For example, the Telecommunications
Act of 1996 states that every telecommunication carrier has
a duty to protect the confidentiality of proprietary informa-
tion of, and relating to, other telecommunication carriers
(similar to the case study of Sankar et.al. where the RTOs
have to protect confidential information from other RTOs).
In the same act, the section on privacy relates to the pro-
tection of consumer’s data.

3. DISCRETE-TIME CONTROL PROBLEM
The term Demand Response (DR) program stands for de-

scribing the schemes which aim to improve the reliability
and efficiency of consumption side of the power grid. For ex-
ample, some DR schemes use pricing to incentivize the con-
sumers to reduce electricity consumption during peak hours.
Currently, most DR programs are driven by the concerns for
grid stability, and largely limited to large commercial con-
sumers. The operation of these schemes is based on informal
signals such as phone calls by the utility or a third-party DR
scheme provider, who asks the consumer to lower or shift
their energy consumption from peak demand periods to off-
peak periods. In USA, companies such as EnerNOC manage
DR services for large corporations and several government
agencies. However, with widespread deployments of smart
meters the DR schemes are also expected to include resi-
dential consumers. These new DR schemes will potentially
utilize advanced capabilities of AMIs, and may permit sig-
nificant improvements in energy efficiency while maintaining
grid stability.

An important goal of AMIs is to make DR programs viable
to a broader range of consumers [13]. By sending real-time
pricing information (time-based rates) to smart meters, util-
ities can create incentives for consumers to distribute their
load more evenly—e.g., consume more energy when there
is high wind or solar energy in the grid, and reduce con-

sumption during peak demand times. Consumers will have
a choice to trade off between cost and convenience. This
price-sensitive peak shaving can defer the need for grid ex-
pansion and reduce the investments on generators that are
only used for short peak demands.

Many DR schemes (e.g., direct load control, emergency
DR, Real-Time Pricing, etc.) have been suggested [12], and
specific mathematical models have been developed for a few
of them [31]. Still, it is unclear which of these schemes will
find widespread adoption. In this Section, we propose to
include the sampling interval of smart meters as a design
parameter in the existing generic models of DR schemes.
A DR scheme can be viewed as a dynamical system with
the state x(t) denoting the electricity load and the control
signal u(t) denoting an incentive such as real-time price) (See
Figure 1).

It is standard to model the electricity consumption as a
continuous-state dynamical system of the following form:

ẋ(t) = f(x(t), u(t)), y(t) = g(x(t), u(t)).

The AMIs can only send consumption information back to
the utilities in discrete time intervals. Let h denote the
corresponding sampling interval. We assume that the DR
incentive (control) signal reconstruction is based on zero-
order hold. This enables the utilities to provide piecewise
constant incentive signals (e.g., price of electricity), with a
time interval h0. The resulting discrete-time control system
is sketched in Figure 2.

Plant

Sample

Controller

Hold

y(t)u(t)

h = tk+1 � tkh0 = ti+1 � ti

ui yk

Figure 2: Demand-response viewed as discrete-time
control loop

A similar DR model was introduced in [31], where the
authors note that presenting the wholesale market price of
electricity to retail consumers may result in market insta-
bilities. To mitigate this problem, they propose new retail-
market price signals u(t) to stabilize the system. In fact,
price most retail-utilities pay for electricity based on critical
peak pricing. Therefore, the utilities have the incentives to
reduce the peak consumption in order to reduce the costs
of electricity provision. However, this research does not di-
rectly address the problem of choosing h and h0 for DR
schemes viewed as closed-loop control system.

We argue that the smart-metering sampling interval h and
the zero-order hold interval h0 will affect the closed-loop
system properties. To simplify, we consider h0 as fixed and
focus on choosing h to balance the goal of minimizing the
collection of user data while still permitting to maintain the
DR schemes’ performance. Specifically, we formulate the
following problem: Given a closed-loop property P(x(t)) of
the system (e.g., safety, stability, properties of the transient
response, etc.), we would like to find the largest sampling in-
terval h such that P(x(t)) remains within the set of desirable



Figure 1: Control-loop of demand response systems

performance goals, denoted by S, i.e.,

maximize h

subject to: P(x(t)) ∈ S ∀t.

For e.g., if a utility wants to maintain system safety by reg-
ulating the peak load, the overall load needs to be less than
a pre-specified upper bound at all times.

3.1 Linear System Example
Let us consider a linear system as a starting point for

understanding the problem:

ẋ = Fx+Gu, y = Cx.

Consider the case when smart-meter reading interval and
the duration of the zero-order hold of the control signal are
the same, i.e., h = h0. The resulting discrete-time linear
system is

xk+1 = Axk +Buk, yk = Cxk (1)

where A = eFh and B =
∫ h
0
eF (h−τ)Gdτ are functions of the

sampling interval h.1

It is well-known that for open-loop unstable continuous-
time system, large sampling times can lead to unstable dy-
namics of the closed-loop discrete-time system. The problem
of identifying the maximum sampling interval that keeps the
system stable (with a given stability margin) has been stud-
ied in standard control theory texts; see e.g., [29]. A funda-
mental result is the sampling theorem, which states that the
sampling angular frequency wh must be at least twice the
closed-loop bandwidth of control system w. In other words,
h < π

w
. In practice, however, the sampling time-interval

needs to be at least an order of magnitude smaller than the
upper bound described by the sampling theorem. This be-
comes necessary to ensure smaller transient response-times,
low sensitivity to parameter variations, and robustness to
random disturbances [14].

1Past results on multi-rate sampling for linear systems also
include the case when the plant sampling rate h is different
from the control-update rate h0 [35].

Recent research in networked control systems (NCS) has
also studied the problem of selecting sampling intervals [19]
when plant-controller communications are subject to net-
work induced unreliabilities. One of the early results for
NCS was the introduction of the Maximum Allowable Trans-
fer Interval (MATI) to bound the sampling time h required
to maintain NCS stability [36]. These bounds were lim-
ited to linear systems and were overly conservative; how-
ever, there is ongoing research generalizing and tightening
the sampling bounds [20].

There are also exact results for the sampling time interval.
Assuming u = y and defining Φ(h) = eFh + Γ(h)BC, where

Γ(h) =
∫ h
0
eFzGdz, it is known that the system in Eq. (1)

is exponentially stable if and only if Φ(h) is Schur (i.e., all
its eigenvalues have magnitude strictly less than one) [9]. A
similar result was obtained in a system where the control
signal u uses a model-based control [28] (without a zero-
order hold). This result also shows that the state evolution
matrix of the new system is exponentially stable if and only
if the given matrix is Schur. It is interesting to note that
by introducing a model-based controller, a load-forecasting
system similar to the one described in [31] can be obtained.
An interesting research question is whether the forecasting
systems can allow utilities to increase the sampling intervals,
and if these results can be generalized to include a zero-order
hold for the control signals.

The theory of NCS also has many other stability results
which consider transmission delays, packet drops and vari-
able sampling (as opposed to periodic sampling). For ex-
ample, in the case of variable delays τi, the closed-loop sys-
tem can be written as a switched system (for each possible
delay–assuming a finite and discrete number of possible de-
lays). For each switched system, the stability defined in [9]
still applies. Lin et.al. [25] further extend these notion as-
suming that for small delays, the Φ(h, τi) matrix is Schur
stable, and for large delays it is not. They use average dwell
time properties to provide stability guaranties. The cur-
rently implemented in AMI systems have sample times that
range from 15 minutes to several hours. On the other hand,
a typical AMI network delay τ is in the order milliseconds to
a few seconds (and may have negligible effect on the design



of DR sampling intervals). Thus, the specific application of
NCS stability results to the problem of DR in AMI systems
remains to be investigated.

Another interesting issue that has not been investigated
so far is variable sampling for AMIs. The communication
of smart meter measurements based on non-periodic sam-
pling schemes might introduce new privacy concerns. Cur-
rently, all AMI systems encrypt communications to prevent
eavesdroppers from learning the values that are being trans-
mitted. Indeed, periodic transmission prevents an attacker
to exploit the transmission times and patterns. However, if
the meter-readings are based on some consumption events
(e.g., large changes in power consumption), an eavesdropper
can attempt to use traffic analysis to infer information from
the encrypted transmissions. Finally, the variable sampling
schemes may be subject to additional barriers due to hu-
man factors, such as consumer preferences for information
about their own energy usage. Specifically, it is not clear if
the consumers would be satisfied when they are able to learn
their energy consumption sampled only at irregular intervals
(e.g., via a web-portal provided by the utility).

4. CONCLUSIONS
In this brief paper we have advocated the importance of

designing optimal smart meter sampling intervals. We sug-
gest that the privacy-aware design of AMI sampling intervals
must address the trade-offs between the gains in improv-
ing the specified closed-loop properties of DR scheme and
the losses in customer privacy due to faster sampling inter-
vals (that are desirable for improving the efficiency of DR
schemes). In our future work, we will perform a detailed
study of DR schemes and their closed-loop properties as a
function of smart meter sampling intervals.

Our line of research is complementary to the existing re-
search directions in privacy-aware AMIs. The three ap-
proaches reviewed in Section 2 (mixing, aggregation, and
the use of cryptographic techniques) are indeed promising,
despite their common limitation of extra costs due to real-
time computation and communication overheads. An im-
portant advantage of our approach is its feature of no extra
real-time operational costs. While in isolation our approach
of optimizing smart meter sampling intervals may be insuf-
ficient to provide effective privacy guarantees, its combina-
tion with the existing approaches should permit improved
privacy guarantees in AMIs. Our approach of identifying
optimal smart meter sampling intervals has the potential of
developing rigorous and concrete best-practices for smart-
meter data collection. We hope that our efforts will be use-
ful in assisting the standard organizations and regulatory
authorities to define model-based privacy requirements.
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