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Abstract

The wireless sensor network is an emerging technology thgitgreatly facilitate human life
by providing ubiquitous sensing, computing, and commuigoacapability, through which peo-
ple can more closely interact with the environment wheréndshe goes. To be context-aware,
one of the central issues in sensor network®dation tracking whose goal is to monitor the
roaming path of a moving object. While similar to the locatigudate problem in PCS networks,
this problem is more challenging in two senses: (1) therenareentral control mechanism and
backbone network in such environment, and (2) the wirelessntunication bandwidth is very
limited. In this paper, we propose a novel protocol basechemiobile agenparadigm. Once
a new object is detected, a mobile agent will be initiateddok the roaming path of the object.
The agent is mobile since it will choose the sensor closesteémbject to stay. The agent may
invite some nearby slave sensors to cooperatively positierobject and inhibit other irrelevant
(i.e., farther) sensors from tracking the object. As a teslik communication and sensing over-
heads are greatly reduced. Our prototyping of the locatiacking mobile agent based on IEEE
802.11b NICs and our experimental experiences are alsotegho

Keywords: ad hoc network, context-aware computing, location tracking, mobile compsamgor
network, wireless communication.

1 Introduction

The rapid progress of wireless communication and embedded micro-seviEiNp technologies
have madeavireless sensor networkmssible. Such environments may have many inexpensive wire-
less nodes, each capable of collecting, processing, and storingreneintal information, and com-
municating with neighboring nodes. In the past, sensors are connectsttedbiines. Today, this
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environment is combined with the nowad hocnetworking technology to facilitate inter-sensor com-
munication [8]. The flexibility of installation and configuration is greatly impraveal flurry of
research activities have recently been commenced in sensor networks.

With sensor networks, the physical world can interact with the internet closely. Grouping
thousands of sensors together may revolutionize information gatherimgex&mple, a disaster de-
tector may be set up so that temperatures of a forest can be monitoreddonyssto prevent small
harmless brush fires from becoming monstrous infernos. Similar technigndse applied to flood
and typhoon detection. Another application is environment control; seeaormonitor factors such
as temperature and humidity and feed these information back to a centrahditi@aing and ven-
tilation system. By attaching sensors on vehicles, roads, and traffic lighffs; tnformation can be
fed back to the traffic control center immediately. Location-based serecaede combined with
sensor networks. We can dispatch a mobile agent following a personid@in-site services (such
applications might be attractive for disability people who have such as kearivisual problems).
Sensors may also be used in combination with GPS to improve positioning acddoeeever, many
issues remain to be resolved for the success of sensor networks.

e Scalability: Since a sensor network typically comprises a large number of nodes, how to

manage these resources and information is not an easy job. Distributiedaliwkd algorithms
are essential in such environments [1, 6, 7]. Also, scalability is a criticaéisshandling the
related communication problems. In [17, 18, 19], tuverageand exposureof an irregular
sensor network are formulated as computational geometry problems. Maisage problem
is related to the Art Gallery Problem and can be solved optimally in a 2D planés bown
to be NP-hard in the 3D case [10]. Regular placement of sensors @ndehsing ability are
discussed in [4] and [13].

e Stability: Since sensors are likely to be installed in outdoor or even hostile environnitents
is reasonable to assume that device failures would be regular and comerts. eRrotocols
should be stable and fault-tolerant.

e Power-saving: Since no plug-in power is available, sensor devices will be operatedttarpa
powers. Energy conservation should be kept in mind in all cases. ¥wergsumption of
communications might be a major factor. Techniques such as data fusion megdssary [3],
but the timeliness of data should be considered too. Data dissemination is iatexbiig [5].
Mobile agent-based solutions are sometimes more power-efficient [9].

Since sensor networks are typically used to monitor the environment, odarfiemtal issue is the
location-tracking problemwhose goal is to trace the roaming paths of moving objects in the network
area[15, 20, 11, 16, 14]. This problem is similar to the location-updatagmoin PCS networks, but
is more challenging in two senses: (1) there are no central control misohand backbone network
in such environment, and (2) the wireless communication bandwidth is very linhitélis paper, we
propose a novel protocol based on thebile agenparadigm. Once a hew object is detected, a mobile
agent will be initiated to track the roaming path of the object. The agent is mobde isiwill choose
the senor closest to the object to stay. In fact, the agent will follow the bleltopping from sensor
to sensor. The agent may invite some nearby slave sensors to coagenadisition the object and
inhibit other irrelevant (i.e., farther) sensors from tracking the objesinggmobile agents may have
two advantages. First, the sensing, computing, and communication ovedaabe greatly reduced.
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Figure 1: (a) Triangular, (b) square, and (c) irregular sensorgré&sy

In this work, we will address the delivery and fusion of the tracking lted@1]. Second, on-site
or follow-me services may be provided by mobile agents. Our prototypingeoloitation-tracking
mobile agent based on IEEE 802.11b NICs and our experimental expesiare also reported.

The organization of this paper is as follows. Section 2 describes our rietaadel and defines
the location-tracking problem. Our protocol based on mobile agents ispeelse Section 3. Fusion
and delivery of tracking history are discussed in Section 4. Our prat@ygxperiences and some
simulation results are given in Section 5. Section 6 draws our conclusions.

2 Network Model and Problem Statement

We consider a sensor network, which consists of a set of sensos ptaited in a 2D plane. Sensors
may be arranged as a regular or irregular network, as shown in FigolveWr, unless otherwise
stated, throughout the discussion we will assume a triangular network dsaiiedsin Fig. 1(a), our
framework should be easily extended to other regular, or even irregigavorks (this will be com-
mented in Section 3-3). In order to track objects’ routes, each senssais af its physical location
as well as the physical locations of its neighboring sensors. Eachrdassensing capability as well
as computing and communication capabilities, so as to execute protocols &iathgeenessages.

Each sensor is able to detect the existence of nearby moving objectssuWveeathat the sensing
scope ig-, which is equal to the side length of the triangte®Vithin the detectable distance, a sensor
is able to determine its distance to an object. This can be achieved either by timesflgr signal
strength that are transmitted by the object, or of the signals that are transnyittbd bensor and
reflected by the object.

We assume that three sensors are sufficient to determine the location loeah Gpecifically,
suppose that an object resides within a triangle formed by three neigglsamsorss;, S., andSs
and that the distances to the object detected by these sensofs age andrs, respectively. As
shown in Fig. 2(a), by the intersections of the circles centeréq ahd.S,, two possible positions of
the object can be determined. With the assistancg;pthe precise position can be determined. (It
should be noted that in practice errors may exist, and thus more sensdre widkded to to improve
the accuracy.)

The goal of this work is to determine the roaming path of a moving object in trewsaatwork.
The trace of the object should be reported to a location server from time tak#pending on whether

YIn practice; should be slightly larger than the side length. We make such an assumptiastoof presentation.
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Figure 2: (a) Positioning example and (b) working area and backup.area

this is a real-time application or not. The intersection of the sensing scopeseefririghboring
sensors is as shown in Fig. 2(b). We further divide the area intowmwking areaAy and three
backup areasA;, As, and As. Intuitively, the working area defines the scope where these three
sensors work normally, while the backup areas specify when “hantsiveuld be taken.

3 TheLocation Tracking Protocol

3.1 Basicldea

Our location-tracking protocol is derived by the cooperation of sensdéthenever an object is de-
tected, arelection processvill be conducted by some nearby sensors to choose a sensor, on which
an agent will be initiated, to monitor the roaming behavior of the object. As thebirjeves, the
agent may migrate to a sensor that is closer to the object to keep on monitoringjélee Fig. 3
illustrates this concept, where the dash line is the roaming path of the objecrang are the mi-
gration path of the agent. By so doing, the computation and communicatioreadsrhan be reduced
significantly.

Recall that positioning an object requires the cooperation of at leagt feresors. The mobile
agent, called thenaster will invite two neighboring sensors to participate by dispatchistaaeagent
to each of them. These three agents (master and slaves) will cooperatéotonpibe trilateration
algorithm [1]. From time to time, the slaves will report their sensing results to thetemagent,
who will then calculate the object’s precise locations. As the object movesg glave agents may
be revoked and reassigned. Certain signal strength thresholds wiidaeta determine when to
revoke/reassign a slave agent. The details will be given later. In Figo8e tsensors that ever host
a slave agent are marked by black. We comment that although our develonimsed on the
cooperation of two slave agents, it will be straightforward to extend ouk wadmore slave agents
to improve the positioning accuracy. To reduce the amount of data to bedccarr, a master may
decide to forward some tracking histories to the location server. This istiugeviurther addressed
in Section 4.

We now discuss how slave agents are revoked and reassigned.vOtisetop part of Fig. 3.



Figure 3: Roaming path of an object (dash line) and the migration path of thesponding master
agent (arrows). Sensors that ever host a slave agent are markéatk.

When resident in the working are&, the object is tracked by sensdfg, S1, andS,. On entering
the backup ared , since the signals received By will reduce to a level below a threshold, the slave
agent atSy will be revoked and a new slave will be issuedSg@ Similarly, on entering the backup
areal", the slave at; will be revoked, and a new one will be issued$n As the object passes;,
the master itself will lose the target, in which case the master will migrate itsé}.tall old slaves
will be revoked and new slaves will be invited.

When an object is in the backup areas of some sensors, it is possiblecirabié sensed by more
than three sensors. To reduce the sensing overheads, master aragslats can inhibit other irrele-
vant sensors from monitoring the object. This concept is illustrated in Fighd.object is currently
in aready. SensorsSs, Sy, ..., .S11, which may sometimes detect the object, will be inhibited from
tracking this object by warning signals that are issued periodically by thetainSy, S1, and.Ss.

3.2 Protocol Details

Below, we formally develop our tracking protocol. Since there may exist multipjects in the
network, we have to assume that sensors can distinguish one objed¢h&ather. This can be done
by having each object periodically send a unique ID code. Otherwisg stechanism is needed for
sensors to combine proper signals from proper sensors to differeoiijeiets.

We consider an environment with multiple objects. However, since the miogesf each indi-
vidual object is independent, the following discussion will focus on onky particular object. For
each object, three or even more sensors will be able to detect its existeigcé& shows the state
transition diagram of each sensor. (It should be noted that for differlgects, a sensor may stay in
different states.) Initially, each sensor is in fke state and performs tigasic Protocol Under this
state, a sensor will continuously detect any object appearing in its sestapg. Once detecting a
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Figure 6: Possible roaming tracks for an object to leave a triangle.

new object, the sensor will enter teéectionstate and perform thilection Protocoko bid for serv-
ing as a master. Most likely, the sensor that is closest to the object will withacoime the master
agent, which will then dispatch two slave agents to two nearby sensorsmaster will go to the
masterstate and perform thiglaster Protocal while the slaves will go to thslavestate and perform
the Slave Protocal To prevent too frequent moves of the agents, as long as the objedhseméhe
working area, the states will not change. However, once the objeasahtebackup areas, the roles
of master and slave may be changed. In this case, an idle sensor may lektimgggve as a master
or slave. Another case that a sensor may stay in the idle state is when it éetebigct in its backup
areas and keeps on receiving inhibiting messages from neighboriagrsefhis is reflected by the
self-looped transition for the idle state.

Fig. 6 shows six tracks that an object may leave a triangle. Suppose tmaa#ter is currently in
Sp, and the two slaves are #y and.S;. By symmetry, these can be reduced 3 tracks (numbered by 1
to 3). For track 1, the master discovers two slaves losing the target simulsdneso the master will
revoke all slaves and invite two new slaves. For track 2, only the slave ags; will be revoked,
and a new one will be invited. For track 3, the master discovers one slawvellbas itself losing
the target. In this case, the master should migrate itself to the sensor that cedatetitl the object
(typically with the strongest receive signals) and revoke all curremeslaAfter moving to the new
sensor, two new slaves should be invited. Finally, we comment that the olggcmove too fast to
be detected. If so, sensors may suddenly lose the target. As a last allsmgents,when losing the
object for a timeout period, will be dissolved. Since no inhibiting message witidard, all sensors
must remain in the idle state for this particular object, and new election prodksaks place to
choose a new master to track this object. Our protocol is thus quite faultrtblerthis sense.

Each sensor will keep ambject list (OL)to record the status of all targets in its sensing scope.
Each entry in OL is indexed by the object’s unique identity, denoted by 1D eBoh object, there
are two sub-fieldsstatusandtime-stamp ID.statuscan be one of the four valuedlaster, Slave
StandbyandInhibited ID.time-stamgs the time when the record is last updated.

Seven types of control messages may be sent by our protocol.

(1) bid_master(ID, sig):This is for a sensor to compete as a master for object ID, if no inhibiting
record has been created in OL for ID. The parameitgreflects the receive signal strength for
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RECEIVE
bid_master(ID, sig)

this object.

(2) assignslave(ID,s;, t): This is for a master to invite a nearby senspto serve as slave agent
for object ID for an effective time interval d@f

(3) revokeslaveg;): This is for a master to revoke its slave at sensor

(4) inhibit(ID): This is a broadcast message for a master/slave to inhibit neighboring amelev
sensors from tracking object ID. The effective time of the inhibiting messaglefined by a
system parametdr;,, ;.

(5) release(ID):This is to invalidate an earlier inhibiting message.

(6) movemaster(ID,s;, hist): A master uses this message to migrate itself from its current sensor

to a nearby sensot;, wherehist carries all relevant codes/data/roaming histories related to
object ID.

(7) data(ID, sig, ts): A slave uses this packet to report to its master the tracking restjts-signal
strength ands = timestamp ) for ID.
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Figure 9: The Master Protocol.

Below, we formally present our four protocols. The Basic Protocol ésvshin Fig. 7. This is an
endless loop containing six event-driven actions. The first one desdtile reaction when detecting
an object. If an inhibiting record exists, it will ignore the object. Otherwise, gansor will go
to the election state. The next four events describe the reactions wrevinga message from a
neighboring sensor. In particular, if amhibit(ID) message is received, a timgy,, (1 D) will be set.
The last event describes the reaction when the above timer expires, in @ase the object’s status
will be changed to Standby and the sensor will be allowed to monitor this object.

The Election Protocol is shown in Fig. 8. In the beginningicamastermessage will be sent and
a timerTy;4(ID) will be set. Then the sensor will wait for three possible events to occoeivieg
bid_master receivinginhibit, and finding timerT;;; expired. Signal strength will be used in the
competition. Depending of different events, the sensor will go to the Masléte state.

Fig. 9 shows the Master Protocol. The first event is to collect data frogmbering sensors. The
next two events are for slave agents and the master agent when losinggtterespectively. Note
that the areas Al, A2, and A3 refer to Fig. 2(b). The last event is toiinhiblevant sensors from
monitoring the object.

The Slave Protocol is shown in Fig. 10. The first event controls the timyngier 7., to report
data to the master. The second event is for the master to revoke the sladasiTévent is to inhibit
other irrelevant sensors.

3.3 Extension to Irregular Network Topologies

The above discussion has assumed a triangular sensor network topaltgg/following, we briefly
discuss how to extend our work to handle irregular deployment of sensor

The election process does not need to be changed because sansstiff bid for serving as a
master/slave based on their receive signal strengths. However, thetouigigrate masters/slaves
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b
O

RECEIVE
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Figure 10: The Slave Protocol.

Figure 11: Using Voronoi graphs to find the master and slaves: (a) ttandbgraph of all vertics,
(b) the Voronoi graph after removing the master, and (c) the Vororgitgafter removing the master
and first slave.

need to be modified slightly as follows. Sensors need to know the location$eafshtheir two-hop
neighbors. The working and backup areas are redefined basee sertsing scope, of each sensor.
Specifically, there is a predefined valtle< r. The working area of a sensor is the circle centered at
itself with radiusr’. The rest of the area is the backup area. As before, we still use onerraad two
slaves to track an object (although more slaves may be used). Wheneveaster finds the object
moves into the backup area of itself or any of the slaves, the corresppagémt will be revoked and
new agent will be assigned.

One interesting theoretical problem is how to define the master and two slisreasag object
in an irregular network. This can be related to the clasdioabnoigraph problem in geometry [2].
Given a set of point¥” in a 2D plane, the Voronoi graph partitions the plane iffpsegments such
that each segment contains all points that is closest to the (only) vertex sedghgent. As a result,
if V is the set of all sensors, the sensor of the segment containing the obljesgirve as its master
agent. Fig. 11(a) shows an example. The problem can be solved bigla-divd-conquer solution in
time complexityO(|V|log |V]) [2].

The next two sensors that are closest to the object will serve as theaglamés. This can be
found recursively as follows. Specifically, let be the master sensor. We can construct the Voronoi
graph again based on the vertex Bet {m}. Then the sensor, say, of the segment containing the

11



object will serve as the first slave. For example, Fig. 11(b) is the newnddrgraph after removing

the master senson. Similarly, to find the second slave, we repeat the process by constrtic&éng
Voronoi graph ofl” — {m, s1}. Then the sensor, say, of the segment containing the object will
serve as the second slave. An example is in Fig. 11(c).

The advantage of using the Voronoi graph is as follows. For a partitadation of the object,
we can sort its distance to each sensor and pick the first three selos@st ¢o it. The complexity
is O(|V]log |V|). However, whenever the object moves, the list needs to be re-sortedcompu-
tational cost increases as time proceeds. If the above approach jsuesedly need to pre-compute
14 (V7' + (V1) Voronoi graphs. So the saving of using Voronoi graphs is clear wreneed
to track the object for longer time.

4 Fusion and Delivery of Tracking Results

One issue not yet addressed is when a master agent should delivecktadgreesult to the outside
world. We assume that one of the sensors in the network serves as th@yatnnecting to a
location server in the wireline network. From time to time, the tracking resultldhmuisent to the
location server. We assume that more tracking result will be accumulated aprogeeds. So an
optimization problem is that the master agent needs to decide whether it slaogldte tracking
result from sensor to sensor, or forward the result to the gateway.

We assume that for each object being tracked, the tracking resultsreeeage at a constant rate
r, and each tracking result is of sizebytes. That is, in time intervah¢, the amount of tracking
result isAt - r - d. Further, a sequence of tracking results can be combined Withien factorp,

0 < p < 1, at a basic cost df bytes. Specifically, the above tracking results can be compressed into
b+ At-r-d- pbytes. In most cases, data fusion is beneficial. This is normally happesrsdelta

has certain level of dependence. In the following, we propose thtaeldévery solutions. Note that

the first one is in fact not an agent-based solution. It only servesederantial strategy so as to make
comparison to our agent-based solutions.

The first one is called thBlon-Agent-Based (NAB)rategy. Each sensor works independently
and forwards its sensing results back to the gateway from time to time. Noteategrbking result is
raw data and needs to be combined with other sensors’ sensing resuétgatatvay to calculate the
object’s locations. The shortest paths, which are assumed to be suppyitge underlying routing
protocol, are always used for data delivery. Also, we assume ansdaation that only the three
sensors nearest to the object will track the object.

The second solution is called thd@reshold-Based (TBjrategy. A predefined threshold valiie
is given. The master agent will accumulate the tracking results and “cirgyresult with it as long
as the amount of result does not exc&8ed/Nhenever the amount of results (after fusion) readhes
it will be forwarded to the gateway through a shortest path.

The third solution is called thBistance-Based (DB3trategy. The delivery action may be taken
only when the master agent moves. Basically, the distances from the ageng’st and next sensors
to the gateway are considered. Suppose that the master agent is cuatesathsolS; and is going
to be migrated to sensdf;, 1. Let N; be the current amount of tracking results accumulated by the
agent before it leaveS;. Also, we assume thdY;  is the expected amount of tracking results that
shall be accumulated by the agentSat (this value can be formulated by a constdnts - d - p,
whereT is the expected residential time of an agent at a sensor).

12



If the master decides to carry the tracking result with it, the expected cost is:
C1 = N; + (Ni + Niy1) x d(g, Siv1),

where the first term is the cost to migrate the current result to the nextrsamsl the second term
is the expected cost to deliver the fused result at the next sensor tatway,g. Functiond()
specifies the minimum number of hops between two sensors. If the masteesiézideliver its
current tracking result to the gateway, the expected cost is:

Co = N; x d(g,5:) + (b+ Niy1) x d(g, Sit1).-
Subtracting these two factors, we have
02 - C] =bx d(g, Si—i—l) + Nz X (d(g, Sz) - d(g, Si—i—l)) — Nl

So the master agent will carry the results with itdf < Cs; otherwise, the results will be sent
back to the gateway. Since sens@fsand S, are neighborsd(g, S;) — d(g, Si+1) = —1, 0, or
1. Considering whether the agent is moving away from or closer to the gateweasimplify the
condition into three cases.

e Move away:Thatis,d(g, S;) — d(g, Si+1) = —1. Then we have

2N;
b

~1 (1)

Chi<(Cy= d(g,SiH) >

2N;
= d(g,Sl) > T

e Move parallel:Thatis,d(g, S;) — d(g, Si+1) = 0. Then we have

N;
Cl < CQ = d(g, Si+1) >
N;
b

e Move closerThatis,d(g, S;) —d(g, Si+1) = 1. Then the agent will always carry the data with
it because

Cy <CQEbXd(g,SZ‘+1> >0=TRUE. 3

5 Prototyping Experiences and Simulation Results

5.1 Prototyping Experiences

In order to verify the feasibility of the proposed protocol, we have prgdtya system based on
IEEE 802.11b NICs. Signal strength is used as the criterion to positiontebj&pecifically, one
laptop equipped with a Lucent ORINOCO 802.11b WaveLAN card is used tdaienan object. A
number of laptops, also equipped with IEEE 802.11b cards, are placadrigutar/square patterns
to emulate sensor nodes, as shown in Fig. 12. The object can roandanodinvill measure beacon

13



Figure 12: Experimental environment: (a) triangular sensor networK@nstjuare sensor network.
Dash lines represented tested roaming paths.
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Figure 13: Experiment of signal strength vs. distance for IEEE 802.11b
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Figure 14: The position approximation algorithm.

strengths transmitted from different sensors. For better accuracgverage ten samples in one
second.

First, we measure the degradation of signal strength versus distancel3gows one set of
data that we collected. For every 5 meters from 0 to 100 meters a measursmegarded. As can
be expected, signal strengths received from IEEE 802.11b arenostable. We use the “regression
quadratic polynomial” to smooth out the curve, as illustrated by the solid line irLBigrhe curve is
used to convert a received signal strength to an estimated distance.

Since signal strength is not an accurate measurement, the aforementilatedtion algorithm
can not be applied directly. In fact, as one may expect, signal strenigdmge all the time, even
under a motionless situation. Certain gaps inherently exist between estimatattéssand actual
distances. The real situation is as shown in Fig. 14, where the three estioraled centered at
sensors have no common intersection.

To solve the problem, we propose an approximation algorithm as followsAL&, andC be
the sensor nodes, which are locatedsat, y4), (x5, y5), and(zc, yco), respectively. For any point
(x,y) on the plane, we then define a difference function

ooy = V(@ —24)2+ (y —ya)? — 74|
+ V(& —2B)?+ (y — yp)? — 73|
+ V(@ —20)?+ (y —ye)? —rel,

wherer4, rg, andrc are the estimated distances to A, B, and C respectively. The location of the
object is determined to be the poift, y) among all points such that its difference functiep, is
minimized. In our experiment, we consider only integer grid points on the plfeemeasure the
location of the object every second. Furthermore, to take sudden filactud signal strength into
account, we enforce a condition that the object does not move fastes thaters per second. As a
result, when searching for the object’s location, only those points i 5, y + 5) are evaluated for
their difference functions, wheffe;, y) represents the location in the previous measurement.

Our experiments were done in an outdoor, plain area with no obstaclesroamong paths as
illustrated in Fig. 12(a) were tested. For roaming path (1), three setsufs@se shown in Fig. 15.
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Figure 16: Tracking result of path (2) in Fig. 12(a).

For roaming path (2), the results are demonstrated in Fig. 16. As canibglse@redicted paths are
close to the actual roaming paths, but there are still large gaps yet rem@iiedgmproved further.

We have also tested the arrangement in Fig. 12(b), where four searsanged as a square are
used. The extension for the tracking protocol and positioning algorithtreigbtforward. Our tested
results are shown in Fig. 17 and Fig. 18.

A larger-scale experiment with 12 sensors is shown in the Fig. 19(a). Withagent-based
approach, the object is tracked by the four sensors with the strorigaatss The other distanced
sensors will be inhibited from monitoring the object (and thus reporting theiking results). On
the contrary, if all sensors which can detect the object are allowed to thhacobject, the tracking
result will be as shown in Fig. 19(b). Surprisingly, the result showstt®positioning accuracy only
improves very slightly. We believe that this is because the signal strengthafidistanced sensor is
typically very unstable. This usually enlarges the range of error. Asudtreising our agent-based
approach not only reduces the amount of data being transmitted, buealsins the same level of
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Figure 17: Tracking result of path (3) in Fig. 12(b).
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Figure 18: Tracking result of path (4) in Fig. 12(b).
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Figure 19: Comparison of tracking accuracy: (a) agent-based agpiwy using at most 4 sensors
and (b) non-agent-based approach. Dashed lines are the real gqaattis, and dots are the tracking
results.

positioning accuracy.

5.2 Simulation Results

To verify the advantage of using our agent-based approach, wedesetoped a simulator. Sensors
are deployed in a 10,000m x 10,000m environment with triangular topologg.distance between
two neighboring sensors is 80m. The gayeway is located at the centermdtiierk. Each control
packet is 2 bytes. Each location is represented by 2 bytes. The IP rtwgtier is assumed, wtih
each header equal to 2 bytes and MTU as large as 500 bytes.

The Random Way Point Model [12] is used to simulate the mobility of objects.ifitial loca-
tions of objects are chosen randomly. Each object alternates betweergraodmpausing states. On
entering the moving state, the object’'s next destination is randomly chosen(dre- 15,y + 15),
where (z,y) is its current location. Note that locations outside the boundary are netdawad.
Under moving state, the object moves at a constant speed of an unifdribufisn between 4.3
m/sec. After arriving at its destination, the object will pause a period withxpaoreential distribution
of mean =5 sec.

We first experiment on different threshold valuesToffor the TB strategy. The result is in
Fig. 20(a). We measure the average traffic loadI Aignificantly less than the largest MTU is
not good due to high packet header overheads. On the contraryg flinoo large is also inefficient
because the master agent will need to carry too much history while travelimg fiJure suggests
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Figure 20: Simulation results: (a) the thresh@ldf TB vs traffic load, and (b) the data fusion factor
p vs. traffic load.

—<—DB ——TB(T=10) = TB (T=500)

—%— TB (T=30000) —8— NAB

—<—DB —+—TB(T=10) T8 (T=500)
200 | —%— TB (T=30000) 58— NAB

* M
o *x/x/iji

M;;;H;*i

@
S

w & o
& & ©

Load (Mbytes)
Load (Mbytes)

50

0

' ' 1/5 1/4 13 12 1 2 3 4 5
! 2 8 4 5 . 6 7 8 9 10 Mobility Ratio (move time / pause time)
Network Size (Km)
(a) (b)

Figure 21: Simulation results: (a) network size vs. traffic load=(0.1), and (b) mobility ratio vs.
traffic load ( = 0.1).

that aT' equal to or slightly larger than the largest MTU would be a good choice.2Bidp) further
demonstrates the effect of the fusion factor We compare different strategies. TB® strategy
performs the best. ThE€B also performs very well, if propef can be selected. In all casé$AB
performs the worst.

In the Fig. 21(a), we change the network size to visualize the effect. éasonable that larger
networks incur higher traffics due to longer delivery paths. This justifiesimportance of using
our agent-based strategies. In Fig. 21(b), we further vary the mobitity, shich is defined to be
the ratio of moving time to pausing time. A higher mobility ratio indicates more frequeanige
of master agents. DB and TB with lower thresholds are less sensitive to molitly.a too large
threshold, TB will degrade significantly because the overhead fortedercarry tracking results
would be significant as the mobility ratio increases.

To summarize, we conclude thaB performs well in all casesIBis quite simple, but one needs
to be cautious in choosing its threshold. These strategies outperform MABNB0% in terms of
average traffic load.
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6 Conclusions

We have proposed a novel location-tracking protocol for regularia@adular sensor networks. A
mobile-agent approach is adopted, which enables agents to roam dcofolidw the moving ob-
jects, hence significantly reducing the communication and sensing overhaathta fusion model
is proposed, and several data delivery strategies are propose/andted. We have prototyped a
system based on the idea using IEEE 802.11b NICs, where signaltesearg used as the criterion
to measure objects’ positions. While the prototyping is proved to work dbyyéiece accuracy still
has rooms to be improved further.
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