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Electronics and the CarElectronics and the Car

•More than 30% of the cost of a car is now in Electronics
•90% of all innovations will be based on electronic systems
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OutlineOutline

We are on the edge of a revolution in the wayWe are on the edge of a revolution in the way

electronics systems are designed.electronics systems are designed.

��Electronic SystemsElectronic Systems

��Platform-based DesignPlatform-based Design

��Embedded SoftwareEmbedded Software
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Chips Everywhere!Chips Everywhere!

CMOS Camera

SmartPen

Source: Dr. K. Pister, UC Berkeley

Chips that Fly?



June 9, 2000 5

Computing Revolution:  Devices in theComputing Revolution:  Devices in the eXtreme eXtreme

Evolution

Information Appliances:
Scaled down desktops,
e.g., CarPC, PdaPC, etc.

Evolved Desktops

Servers:
Scaled-up Desktops,

Revolution

Information Appliances:
Many computers per person,

MEMs, CCDs, LCDs, connectivity

Servers: Integrated with
comms infrastructure;
Lots of computing in

small footprint

Display
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PC Evolution

Display Display

Camera
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Sensors
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Smart Spaces

Computing
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WAN

Server, Mem, 
Disk

Information
Utility

BANG!
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Mem
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The Distributed Approach to Information ProcessingThe Distributed Approach to Information Processing
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Productivity GapProductivity Gap
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How are we going to solve the challenge ofHow are we going to solve the challenge of
Design?Design?

�� Design Design ScienceScience

�� Collaboration!Collaboration!
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ChallengesChallenges

FactFact

�� Total NumberTotal Number
of Designof Design
Starts willStarts will
decreasedecrease

�� Complexity perComplexity per
Design Start isDesign Start is
going upgoing up

Shift toShift to

�� Reuse StrategyReuse Strategy

�� Higher Level ofHigher Level of
AbstractionsAbstractions

�� Software !!!Software !!!
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Challenge: Design Flow PredictabilityChallenge: Design Flow Predictability
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ObjectiveObjective
�� Find bugs and criticalFind bugs and critical

bottlenecks at the earliestbottlenecks at the earliest
possible timepossible time

�� Avoid error propagationAvoid error propagation
�� Shorter time to marketShorter time to market



June 9, 2000 12

Challenge: ProductivityChallenge: Productivity

System Definition
& Partitioning

HW Development

Driver SW
Dev

Application
SW Dev

Wait on
Prototype

37% 20% 31% 12%
System Specification &

Design
HW & SW

Design & Debug
Prototype Debug System Test

Integrate
HW/SW

Derivative Designs
Software Configurable

3x - 5x

Derivative
Designs

100%-150%

HW/SW
Co-Development

25%
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Manufacturing Cost and Design CostManufacturing Cost and Design Cost

�� Manufacturing costs skyrocketingManufacturing costs skyrocketing
�� Mask set cost alone predicted to be $1.5M to $10MMask set cost alone predicted to be $1.5M to $10M

�� Design cost increasing exponentially with size of designDesign cost increasing exponentially with size of design

10% Decrease in ASIC starts for 1999 w.r.t. 1998.10% Decrease in ASIC starts for 1999 w.r.t. 1998.

Must re-consider how design is carried out: re-use isMust re-consider how design is carried out: re-use is
main concern at all levels:main concern at all levels:

Platform-based DesignPlatform-based Design
(H. Chang et al., A. Ferrari and ASV, K. McMillan and ASV)(H. Chang et al., A. Ferrari and ASV, K. McMillan and ASV)
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Integration Platforms…Integration Platforms…
… the next step in the Evolution of Design Reuse… the next step in the Evolution of Design Reuse

�� In TDD, Reuse in ASIC design is of In TDD, Reuse in ASIC design is of Cell-level LibrariesCell-level Libraries

�� In BBD, Reuse in hierarchical design is of In BBD, Reuse in hierarchical design is of major IP Blocksmajor IP Blocks (e.g., digital blocks (e.g., digital blocks
built out of standard cells)built out of standard cells)

�� In SOC, Reuse is of In SOC, Reuse is of Collections of IP blocksCollections of IP blocks organized into HW-SW organized into HW-SW
architectures:  also known as architectures:  also known as Integration PlatformsIntegration Platforms

ASIC Complex ASIC
with a few IP’s

Plug and Play
System-On-Chip

Logic MPEG

SRAM

ROM

Data Cache

Serial

Interface

uP Core 

ATM ROM

SRAM

ROM

Soft I/F IP

mainstream

Timing Driven
Design (TDD)

Block Based
Design (BBD)

Platform-Based
 SOC Design

Logic
  Logic

ROM

uP Core
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Platform-based DesignPlatform-based Design

�� Build upon tools, methods and abstractionsBuild upon tools, methods and abstractions

“We rest on the shoulders of the past. We are midgets on the“We rest on the shoulders of the past. We are midgets on the
shoulders of giants”, Francis Bacon, shoulders of giants”, Francis Bacon, Novum OrganumNovum Organum
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Platform-based DesignPlatform-based Design

�� Abstractions are layers upon layersAbstractions are layers upon layers
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Platform-based DesignPlatform-based Design

�� The mapping between layers are the pillars of the platformThe mapping between layers are the pillars of the platform
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Platform-based DesignPlatform-based Design

�� The mapping between layers are the pillars of the platformThe mapping between layers are the pillars of the platform
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Platform-based DesignPlatform-based Design

A platform is the combination of abstraction layers andA platform is the combination of abstraction layers and

(manual, partially or fully automated) methods for the(manual, partially or fully automated) methods for the

mappingmapping
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Hardware PlatformsHardware Platforms

Hardware PlatformHardware Platform: not only a fully specified SoC but : not only a fully specified SoC but aa
family of architectures that share some common featurefamily of architectures that share some common feature::

A Hardware Platform is a family of architectures that satisfyA Hardware Platform is a family of architectures that satisfy
a set of architectural constraints imposed to allow the re-a set of architectural constraints imposed to allow the re-
use of hardware and software components.use of hardware and software components.

�� The stronger the constraints the more component re-useThe stronger the constraints the more component re-use
butbut

�� stronger constraints imply fewer architectures to choosestronger constraints imply fewer architectures to choose
from!from!
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Architecture Family: PC platformArchitecture Family: PC platform

�� PC hardware platform most successful application ofPC hardware platform most successful application of

platform concept for re-useplatform concept for re-use

�� x86 ISA (makes it possible to re-use OS and software applicationsx86 ISA (makes it possible to re-use OS and software applications
at binary level)at binary level)

�� fully specified set of busses (ISA, USB, PCI)fully specified set of busses (ISA, USB, PCI)

�� fully specified set of I/O devicesfully specified set of I/O devices

�� Too rigid (and expensive) for embedded systemToo rigid (and expensive) for embedded system

applications!!!applications!!!
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Application-Specific SOC Integration PlatformsApplication-Specific SOC Integration Platforms

Application-Specific IP*

Foundation IP*

Foundry-Specific
Pre-Qualification

Scaleable
HW-SW Architectures:

Processors
On-Chip Buses

Test, Power, IO,Clock
RTOS’s

SW Architecture

System Level
Design and Verification 

Environment:
HW and SW

Rapid Prototyping capability

System Level
Design and Verification 

Environment:
HW and SW

Rapid Prototyping capability

IP
HW: Digital, AMS
Hard, Firm, Soft

SW: Source, Object

IP
HW: Digital, AMS
Hard, Firm, Soft

SW: Source, Object

Fixed Hardware Kernel

Reconfigurable 
Hardware Region
(FPGA, LPGA, …)

Variable Region
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Digital Wireless PlatformDigital Wireless Platform
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Building a Platform InstanceBuilding a Platform Instance

•
•
•

Peripheral M/S

MEMC
ProcessorPeriph Processor Periph

Peripheral MM/S Peripheral M/SM PeripheralM/S

Peripheral M/S Peripheral MM/S Peripheral M/SM PeripheralM/S

DMA Gate MM/S DMA Gate M/SM

Crossover Bridge M/SM/S

Bridge Bridge

Peripheral M/S Peripheral M/SM/S Peripheral M/SM/S PeripheralM/S

•
•
•

•
•
•

•
•
•

Bridge Tunnel Bridge

Tunnel

D
T

L

D
T

L

D
T

L

D
T

L

MEMC MEMC

•
•
•

Peripheral M/S

MEMC
ProcessorPeriph Processor Periph

Peripheral MM/S Peripheral M/SM PeripheralM/S

Peripheral M/S Peripheral MM/S Peripheral M/SM PeripheralM/S

DMA Gate MM/S DMA Gate M/SM

Crossover Bridge M/SM/S

Bridge Bridge

Peripheral M/S Peripheral M/SM/S Peripheral M/SM/S PeripheralM/S

•
•
•

•
•
•

•
•
•

Bridge Tunnel Bridge

Tunnel

D
T

L

D
T

L

D
T

L

D
T

L

MEMC MEMC

•
•
•

Peripheral M/S

MEMC
ProcessorPeriph Processor Periph

Peripheral MM/S Peripheral M/SM PeripheralM/S

Peripheral M/S Peripheral MM/S Peripheral M/SM PeripheralM/S

DMA Gate MM/S DMA Gate M/SM

Crossover Bridge M/SM/S

Bridge Bridge

Peripheral M/S Peripheral M/SM/S Peripheral M/SM/S PeripheralM/S

•
•
•

•
•
•

•
•
•

Bridge Tunnel Bridge

Tunnel

D
T

L

D
T

L

D
T

L

D
T

L

MEMC MEMC

•
•
•

Peripheral M/S

MEMC
ProcessorPeriph Processor Periph

Peripheral MM/S Peripheral M/SM PeripheralM/S

Peripheral M/S Peripheral MM/S PeripheralM/S

DMA Gate MM/S DMA Gate M/SM

Crossover Bridge M/SM/S

Bridge Bridge

Peripheral M/S Peripheral M/SM/S PeripheralM/S

•
•
•

•
•
•

•
•
•

MEMC MEMC

•
•
•

Peripheral M/S

MEMC
ProcessorPeriph Processor Periph

Peripheral MM/S Peripheral M/SM PeripheralM/S

Peripheral M/S Peripheral MM/S PeripheralM/S

DMA Gate MM/S DMA Gate M/SM

Crossover Bridge M/SM/S

Bridge Bridge

Peripheral M/S Peripheral M/SM/S PeripheralM/S

•
•
•

•
•
•

•
•
•

MEMC MEMC

Peripheral MM/S

Peripheral MM/S

Peripheral M/SM

Peripheral M/S

Peripheral M/S

PeripheralM/S

Put it all together
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prototyped (FPGA)
components
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PlatformsPlatforms

Architectural Space

Application Space

Application Instance

Architecture Instance

System
Design Space
Exploration
Specification
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Hardware Platforms Not Enough!Hardware Platforms Not Enough!

�� Hardware platform has to be “extended” upwards to beHardware platform has to be “extended” upwards to be

really effective in time-to-marketreally effective in time-to-market

�� Interface to the application software is APIInterface to the application software is API

�� Software layer performs abstraction:Software layer performs abstraction:

�� Programmable cores and memory subsystem with (RT)OSProgrammable cores and memory subsystem with (RT)OS

�� I/O subsystem via Device DriversI/O subsystem via Device Drivers

�� Microsoft Windows OS and API is an example!Microsoft Windows OS and API is an example!
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�� In the end; if we solve the HW design productivity and failIn the end; if we solve the HW design productivity and fail

to address the SW productivity we have accomplishedto address the SW productivity we have accomplished

little.little.

�� System design productivitySystem design productivity is the objective. is the objective.

Why the Software Productivity Concern??Why the Software Productivity Concern??

Past Present Future

HW Effort

SW Effort
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Software PlatformsSoftware Platforms
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PlatformsPlatforms

Platform
Design-Space

Exploration

Platform
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Architectural Space

Application Space

Application Instance

Platform Instance

System
Platform
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Output DevicesInput devices
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How is a platform chosen?How is a platform chosen?

�� Needs extensive analysis to optimize among competingNeeds extensive analysis to optimize among competing

criteriacriteria

�� Performance vs. cost vs. re-use (time-to-market) vs.Performance vs. cost vs. re-use (time-to-market) vs.

flexibilityflexibility

�� Millions of parts are needed to be profitable!Millions of parts are needed to be profitable!
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System Design: High Leverage ParadigmsSystem Design: High Leverage Paradigms

�� Orthogonalization of concerns: view designs alongOrthogonalization of concerns: view designs along

axes that can be dealt with independentlyaxes that can be dealt with independently

�� Timing and functionalityTiming and functionality

�� Function and ArchitectureFunction and Architecture

�� ComputationComputation and  and CommunicationCommunication
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Separate Behavior from Micro-architectureSeparate Behavior from Micro-architecture
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��System BehaviorSystem Behavior

�� Functional Specification ofFunctional Specification of
System.System.

�� No notion of hardware orNo notion of hardware or
software!software!

��Implementation ArchitectureImplementation Architecture

�� Hardware and SoftwareHardware and Software

�� Optimized ComputerOptimized Computer
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IP-Based Design of ImplementationIP-Based Design of Implementation
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Which DSP
Processor?  C50?

Can DSP be done on
Micro-controller?

Which Bus?  PI?
AMBA?

Dedicated Bus for
DSP?

Which
Micro-controller?

ARM?  HC11?

Do I need a dedicated Audio Decoder?
Can decode be done on Micro-controller?

How fast will my
User Interface

Software run?  How
Much can I fit on my

Micro-controller?

Can I Buy
an MPEG2
Processor?

Which One?
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Map Between Behavior from ArchitectureMap Between Behavior from Architecture
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Two Basic Questions …Two Basic Questions …
Question I - IP AuthoringQuestion I - IP Authoring

How to design a system block?How to design a system block?

��Starting from the system levelStarting from the system level

��With a consistent test-benchWith a consistent test-bench

��Getting from the abstract, un-timedGetting from the abstract, un-timed
system model to the clocked HW orsystem model to the clocked HW or
SW implementation modelSW implementation model

ExampleExample

�� Rake ReceiverRake Receiver

��Which are the optimal algorithms?Which are the optimal algorithms?

��How does it work fixed point?How does it work fixed point?

��How is it best implemented?How is it best implemented?

��Does the implementation work asDoes the implementation work as
specified in the system levelspecified in the system level

Implementation Level Verification

Block Implementation

Iterative Refinement

Executable System Level
Block Level Specification

IP Block Definition

Embedded System Requirements
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Synthesis / Place & Route etc.

Two Basic Questions …Two Basic Questions …
Question II – IP IntegrationQuestion II – IP Integration

How to integrate system blocks?How to integrate system blocks?

��Starting from the system levelStarting from the system level

��With a consistent test-benchWith a consistent test-bench

��Getting from the abstract, un-timedGetting from the abstract, un-timed
system model to the clocked HW orsystem model to the clocked HW or
SW implementation modelSW implementation model

��Communication between blocksCommunication between blocks

��Addressing Platform Based designAddressing Platform Based design

ExampleExample

�� 3G Cell phone3G Cell phone
��Which are the optimal algorithms?Which are the optimal algorithms?

��Do they work together functionally?Do they work together functionally?

�� Is the architecture sufficient?Is the architecture sufficient?

��Does the implementation integrationDoes the implementation integration
work?work?

Implementation Level Verification

Software
Assembly

Hardware
Assembly

Communication Refinement
Communication Integration

Performance Analysis and
Platform Configuration

System Integration

Platform
Function

Platform
Architecture
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Embedded System Requirements
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The new approachThe new approach

�� Not the typical stepwise top-down refinement: we rest onNot the typical stepwise top-down refinement: we rest on

platforms!platforms!

�� Explicit mapping of applications onto architectureExplicit mapping of applications onto architecture

componentscomponents

�� The higher the level of abstraction, the faster is the designThe higher the level of abstraction, the faster is the design

timetime
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Functional IP IntegrationFunctional IP Integration

Un
tim

ed Algorithm
Integration

SPW,
C++, C,

SDL, Matlab

Does the
functionally
integrated

design work?

Executable
Functional

Specification

�� Question: How does the functional integrated design work?Question: How does the functional integrated design work?

�� VCC allowsVCC allows
�� to to importimport functional IP from different sources functional IP from different sources

�� to to integrateintegrate functional IP from SPW, C++, C, SDL, Matlab etc. functional IP from SPW, C++, C, SDL, Matlab etc.

�� authorauthor C++, C or FSM based additional IP C++, C or FSM based additional IP

�� to to assessassess the algorithmic  the algorithmic integration aspectsintegration aspects

�� to create an to create an unambiguous functional executable specificationunambiguous functional executable specification
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Functional IP IntegrationFunctional IP Integration

VisualizationFunctional Integration and Simulation

Un
tim

ed Algorithm
Integration

SPW,
C++, C,

SDL, Matlab

Does the
functionally
integrated

design work?

Executable
Functional

Specification

FSM IP Authoring

June 9, 2000 45

Architectural IP IntegrationArchitectural IP Integration

�� Question: What does the system architecture look like?Question: What does the system architecture look like?

�� VCC allowsVCC allows

�� to to model architectural IPmodel architectural IP at the system level at the system level
�� CPU, DSP, RTOS, Bus, Memory and dedicated HW/SWCPU, DSP, RTOS, Bus, Memory and dedicated HW/SW

�� to to integrateintegrate the  the architectural modelsarchitectural models defining the platform defining the platform

�� to to presentpresent a  a system architecturesystem architecture to system customers to system customers

�� to create an to create an unambiguous architectural specificationunambiguous architectural specification
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Performance
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Does the
functionally
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CPU, DSP
Bus, Memory,

RTOS, HW, SW
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Architectural Integration

Architectural IP IntegrationArchitectural IP Integration
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API for architectural components
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New Research Plan: Logical Infrastructure forNew Research Plan: Logical Infrastructure for
System Level Design and VerificationSystem Level Design and Verification

�� Models of computation: new theory that will make itModels of computation: new theory that will make it
possible to link different models of computationpossible to link different models of computation

�� Platform definition with rigorous formalism about levels ofPlatform definition with rigorous formalism about levels of
abstraction and mappingabstraction and mapping

�� Three basic components of the frameworkThree basic components of the framework
�� Proof managerProof manager

�� Design agentDesign agent

�� Verification AgentVerification Agent

K. McMillan and ASV, R. K. McMillan and ASV, R. PasseronePasserone, A. Ferrari and ASV, A. Ferrari and ASV
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System Design: High Leverage ParadigmsSystem Design: High Leverage Paradigms

�� Orthogonalization of concerns: view designs alongOrthogonalization of concerns: view designs along

axes that can be dealt with independentlyaxes that can be dealt with independently

�� Timing and functionalityTiming and functionality

�� Function and ArchitectureFunction and Architecture

�� ComputationComputation and  and CommunicationCommunication
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Key Problem: Ad Hoc IntegrationKey Problem: Ad Hoc Integration

�� Bus structures inadequate forBus structures inadequate for

global SOC quality of serviceglobal SOC quality of service

needsneeds

�� Excessive interdependencyExcessive interdependency

between blocksbetween blocks

�� Incomplete information for front-Incomplete information for front-

end modelingend modeling

�� Verification and testVerification and test

unmanageableunmanageable

Conventional SOC

Custom
Interfaces

Bridge

DMA CPU DSP

Mem
Ctrl.

MPEG

C I O O

System
Bus

Peripheral
Bus

Control Wires
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DSP MPEGCPU

C MEM I O

Sonics Integration Architecture (SonicsIASonics Integration Architecture (SonicsIA™™))
FeaturesFeatures

SiliconBackplane
Agent™

Open Core
Protocol™ (OCP)

SiliconBackplane™

(patented)

MultiChip
Backplane™

• Provides critical decoupling
(latency, bandwidth, frequency, address map,
data width, protocol, control flow, etc.)

• Configures specifically to application

• Highly scalable bandwidth

• Fully observable and controllable

{
DMA
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Bottom Line: Component ReuseBottom Line: Component Reuse

�� The Challenge Is Not in the IP Itself, but is in theThe Challenge Is Not in the IP Itself, but is in the

Component Integration ProtocolsComponent Integration Protocols

�� It’s not just a “standard bus” problemIt’s not just a “standard bus” problem

�� This is true for hardware, software, and so/This is true for hardware, software, and so/rdwarerdware
componentscomponents

�� Design ValidationDesign Validation Remains the Key Bottleneck and Remains the Key Bottleneck and

is Likely to Get Even Harderis Likely to Get Even Harder
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Communication-based DesignCommunication-based Design

MacroShells (the Protocol Interface)
Communication Channels

MicroShells (the IP Requirements)

P1

P2

P3

P4

P5

P6

P7

Pearls (the IP Processes)
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C∞

APP:  Write, Read ( port, vector of «ANY» data-type )

Function
(zero-delay)

P

COSY Communication RefinementCOSY Communication Refinement

 SYS: set channel parameters to Tradeoff  Speed versus Memory Size

P C

Function
mapped to
HW or SW

(delay)

� Abstract from the concerns of HW or SW implementation ( multi-target VC )

P C

VCI: «ANY BUS» Write, Read (address, data chunk)

Interface

� Abstract from the concerns of a particular bus ( bus-independent VC )

P C

PHY: Physical-Bus protocol, e.g.
PIBUS

Wrapper
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Does the
refined design

work?Communication Refinement
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Key TechnologyKey Technology
Communication RefinementCommunication Refinement

Communication
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Refinement from abstract tokens to articulated signalsRefinement from abstract tokens to articulated signals

ValueValue
��DesignDesign and  and simulatesimulate at the level of at the level of

abstraction at which designersabstraction at which designers
think (e.g. ATM cell, GSM frame)think (e.g. ATM cell, GSM frame)

��hide implementation detailshide implementation details of the of the
communication until it is requiredcommunication until it is required
(but simulate it’s overhead!)(but simulate it’s overhead!)

��refinerefine from abstract token level from abstract token level
down down to implementationto implementation of interface of interface
signalssignals

��evaluateevaluate performance trade offs of performance trade offs of
communicationcommunication  effectseffects
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CPU

VCC Model
VCC Model to RTOS
Protocol Component
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Key TechnologyKey Technology
Communication Interface SynthesisCommunication Interface Synthesis

Synthesize communication pattern through architectureSynthesize communication pattern through architecture
ValueValue

��Choose Choose from comprehensive set offrom comprehensive set of
communication patterncommunication pattern

��Pattern for Pattern for HW-SWHW-SW, , SW-HWSW-HW, , HW-HWHW-HW
and and SW-SWSW-SW communication communication
availableavailable

��move function between HW and SWmove function between HW and SW
boundaries and boundaries and re-synthesizere-synthesize the the
communication interfacecommunication interface

��customize platform communicationcustomize platform communication
environment through JAVA scriptsenvironment through JAVA scripts
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OutlineOutline

We are on the edge of a revolution in the wayWe are on the edge of a revolution in the way

electronics systems are designed.electronics systems are designed.

��Electronic Systems for the carElectronic Systems for the car

��Platform-based DesignPlatform-based Design

��Embedded SoftwareEmbedded Software
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�� In the end; if we solve the HW design productivity and failIn the end; if we solve the HW design productivity and fail

to address the SW productivity we have accomplishedto address the SW productivity we have accomplished

little.little.

�� System design productivitySystem design productivity is the objective. is the objective.

Why the Software Productivity Concern??Why the Software Productivity Concern??

Past Present Future

HW Effort

SW Effort
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Software IP authoringSoftware IP authoring

�� Key in providing flexibilityKey in providing flexibility

�� Software is consuming more and more time andSoftware is consuming more and more time and

resources:resources:

�� Telecom: 70+% of engineeringTelecom: 70+% of engineering

�� Automotive: more than 60%Automotive: more than 60%

�� Most of malfunctioning comes from softwareMost of malfunctioning comes from software

�� Life Threatening ErrorsLife Threatening Errors

�� Cost of bug fixingCost of bug fixing
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�� 8-16 bit micros8-16 bit micros
�� Mostly undocumented assembly codeMostly undocumented assembly code
�� Layered, new functionalities added on top of existing codeLayered, new functionalities added on top of existing code
�� Experimentally verifiedExperimentally verified
�� Rudimentary, very low-weight custom OSRudimentary, very low-weight custom OS
�� Small foot-print (small amount of code)Small foot-print (small amount of code)

Embedded Software: Embedded Software: The (recent) pastThe (recent) past
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Embedded Software: Embedded Software: The presentThe present

�� 32-bit high performance micros32-bit high performance micros
�� 100,000-1,000,000 lines of code with shorter and100,000-1,000,000 lines of code with shorter and

shorter time-to-marketshorter time-to-market
�� Mostly low level C-code (Micro-controllers) orMostly low level C-code (Micro-controllers) or

assembly for DSPsassembly for DSPs
�� Commercial RTOS (e.g., Wind River)Commercial RTOS (e.g., Wind River)
�� Verification is a real challengeVerification is a real challenge
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Embedded Software: RequirementsEmbedded Software: Requirements

�� SafetySafety

�� full (formal?) verificationfull (formal?) verification

�� ProductivityProductivity

�� smaller number of software designers, much larger systemssmaller number of software designers, much larger systems
�� “new” designs from 60,000 man/days for automotive engine control to“new” designs from 60,000 man/days for automotive engine control to

20,00020,000
�� spins (e.g., new customer for same basic product) from 20,000 to 5,000spins (e.g., new customer for same basic product) from 20,000 to 5,000

�� CostCost

�� max leverage of available architectures (being able to convertmax leverage of available architectures (being able to convert
quickly software from one platform to another!)quickly software from one platform to another!)
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Embedded Software: AgendaEmbedded Software: Agenda

�� Raise levels of abstractionRaise levels of abstraction

�� Formal models and techniquesFormal models and techniques

�� Simulation and Estimation for Platform SelectionSimulation and Estimation for Platform Selection

�� Automatic “synthesis” and assembly of componentsAutomatic “synthesis” and assembly of components

�� highly optimized, correct by constructionhighly optimized, correct by construction

�� Application-driven: Application-driven: Engine ControlEngine Control (e.g., Magneti-Marelli, (e.g., Magneti-Marelli,

ST, Daimler and BMW) quite different from ST, Daimler and BMW) quite different from Digital VideoDigital Video

DecoderDecoder (Philips) and from  (Philips) and from WirelessWireless (BWRC and Ericsson) (BWRC and Ericsson)
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System Building FocusSystem Building Focus

�� Provide background, methodology and experience inProvide background, methodology and experience in

system building.system building.

��  Designs will build on a variety of disciplines including Designs will build on a variety of disciplines including

computer hardware, communications, DSP, IC design,computer hardware, communications, DSP, IC design,

networks, operating systems and software.networks, operating systems and software.

�� Make use and understand the advantages and limitationsMake use and understand the advantages and limitations

of CAD tools.of CAD tools.
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We are on the edge of a revolution in the wayWe are on the edge of a revolution in the way

electronics systems are designedelectronics systems are designed

�� Cars are important microcosms for new electronicsCars are important microcosms for new electronics

�� New methodologies needed that leverage system design scienceNew methodologies needed that leverage system design science

�� A A correct-by-constructioncorrect-by-construction  formally soundformally sound methodology for methodology for

embedded software designembedded software design

�� Mapping concurrent specification onto Mapping concurrent specification onto programmable platformprogrammable platform

�� Software Synthesis:Software Synthesis:
�� Formal Specification and OptimizationFormal Specification and Optimization

�� Emphasis onEmphasis on run-time run-time: Verifiable scheduling: Verifiable scheduling

ConclusionsConclusions


